
/p..3\9 -VOL 2 I-1 

Shock Wave Boundary Layer Interactions 
in High Mach Number Flows 

A Critical Survey of Current Numerical Prediction Capabilities 

Doyle D. Knight 
Department of Mechanical and Aerospace Engineering 

Rutgers - The State University of New Jersey 
98 Brett Road, Piscataway NJ 08854-8059 

USA 

GQard Degrez 
Aerospace Department 

van Karman Institute for Fluid Dynamics 
Chausske de Waterloo, ‘72 - B-1640 Rhode-Saint-GenBse 

Belgium 

Abstract 

The report assesses the capability for numeri- 
cal simulation of 2-D and 3-D shock wave lam- 
inar and turbulent boundary layer interactions. 
Three fundamental configurations are consid- 
ered: single fin, double fin, and hollow cylin- 
der flare. Thirteen separate cases were exam- 
ined by a distinguished international group of 
researchers using the Reynolds-averaged Navier- 
Stokes (RANS) equations with a wide range of 
turbulence models from zero equation to full 
Reynolds Stress Equation formulations. The re- 
port presents an extensive comparison of compu- 
tations and experimental data, s-a&es the 
results, and makes recommendations for future 
research. 

1 Introduction 

The interaction between shock waves and boun- 
dary layers is a common occurrence in aerody- 
namics and aeropropulsion. Examples include 
deflection of control surfaces, high speed inlets, 
rotorcraft, transonic compressors, and wing- and 
tail-fuselage junctures. The interactions can sig- 
nificantly affect the performance of aeronauti- 
cal systems. For example, the interaction on 
a deflected control surface can cause significant 
changes in the surface pressure and hence con- 
trol moments. 

Numerous reviews have been published on shock 
wave boundary layer interaction. Examples in- 
clude Greene [l], Korkegi [2], Peake and Tobak 
[3], Delery and Marvin [4], Settles and Dolling 
[5, 61, Stollery [?‘I, Degrez et al. [8], Delery and 
Panaras [9], and Zheltovodov [lo]. 

The objective of this paper is to assess the capa- 
bility for simulation of 2-D and 3-D shock wave 
boundary layer interactions. A test matrix of 
configurations (Table l), based on the report of 
Delery and Panaras [9], was established. An in- 
ternational group of researchers (Table 2) par- 
ticipated in computation of one or more of the 
cases by using a variety of turbulence models. 
The results are presented in this paper, and con- 
clusions are drawn for future work. 

Table 1: Test Matrix 

conjigumtion Type No. Cases 
Single flu Turbulent 7 
Double lin Turbulent 4 
Hollow cylinder flare Laminar 1 
Hollow cylinder flare Turbulent 1 

The details of the numerical algorithms, turbu- 
lence models and grids are presented in the indi- 
vidual references of the participants. The com- 
putations were conducted in a careful manner 



to ensure accurate results. In many inst8nces, 
grid refinement studies were performed to firmly 
establish the uncertainties in the numerical so- 
lutions. The reader is referred to the individ- 
ual participants for further information regard- 
ing the numerical methodology. 
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Table 2: Participants 

Figure 1: Single lin geometry 

Participant Organizotion 
Grea Alexo~oulos North Carolina State Univ 
J.-k Bous;uet 
R. Bur 
GBrard Degres 
Jack Edwards 
D&ta Gaitonde 
Marianna Gnedin 
F. Grasso 
Hassan Bassan 
c. c. Ibrstman 
Doyle Knight 
James Moss 
Natraj Narayanswami 
Argyris Panaras 
Patrick Rodi 
Balu Sekar 
Edwin Van der Weide 
Gecheng Zha 

2 Single Fin 

ONERA 
ONERA 
Van Karman Institute 
North Carolina State Univ 
Wright Labs, WPAFB, OH 
Rutgers University 
Universitb di Roma 
North Carolina State Univ 
NASA Ames 
Rutgers University 
NASA Langley 
Rutgers University 
Hellenic AF Academy 
Univ of Texas-Austin 
Wright Labs, WPAFB, OH 
Van Karman Institute 
Rutgers University 

The single fin geometry is a wedge of angle a at- 
tached normal to a flat plate (Fig. 1) on which 
an equilibrium turbulent boundary layer has de- 
veloped. The wedge generates zm oblique shock 
wave which interacts with the boundary layer on 
the flat plate. The flow parameters are the Mach 
number M,, Reynolds number Res, based on 
the upstream boundary layer thickness S,, fin 
angle a, and wall temperature ratio T,,,/T,. 
The iin is assumed to be semi-infinite in height 
and length. 

The flowfield structure of the single fin interac- 
tion is generally understood. Detailed descrip- 
tions are presented in Alvi and Settles [ll] and 
Zheltovodov and Shilein [12]. Provided that the 
shock strength is suflicient to cause separation, 
the wave structure and mean streamline pat- 
tern are approximately conical (see, for example, 
[13,11]). Conical flow is defined in Appendix A. 
Thus, for example, the surface pressure and sur- 

face flow visualisation display conical behavior 
outside of an “inception zone” near the fin. An 
example (from [ll]) is shown in Fig. 2 corre- 
sponding to case SF4 of this study. The wave 
structure includes a bifurcated shock (X-shock) 
and slip line. The boundary layer separates to 
form a vortex whose center is approximately be- 
neath the primary inviscid shock. Additional 
features may appear, depending on the shock 
strength including secondary separation of the 
boundary layer beneath the vortex, a normal 
shock in the impinging jet which turns back over 
the vortex, and supersonic reversed flow. Fur- 
ther discussion of these features is presented, for 
example, in Ahi and Settles [ll], Zheltovodov 
et al [14] and Zubin and Ostapenko [15]. Other 
aspects of the single fin interaction flowfield do 
not display conical behavior, e.g., the surface 
heat transfer [16]. Overall, therefore, the single 
f?n interaction can be viewed as quasi-conical. 

Figure 2: Flowfield structure (Case SF4) [ll] 

Seven configurations were computed by one or 
more of the participants. The flow conditions 
are shown in Table 3. The cases are ordered by 
the value of the normal Mach number A& which 
determines the shock strength according to 

Pl 27M: - (7-l) 
iG= 7+1 

(1) 



There were five participants in the single fin 
studies (Table 4). Eleven conmutations em- 
ployed the RANi equations, and two used the 
conical FUNS equations. The turbulence mod- 
els employed are shown in Table 5. 

Table 5: Turbulence Models for Single Fin 

Participant 
J. Edwards 

Model 
Spalart-Allmaras-Edwards ;:; 

C. C. Horstman k - c izzi 

Table 3: Single Fin Cases 
D. Knight 
A. Panaras 
P. Rodi 

Baldwin-Lomax 
Baldwin-Lomax-Pamwas 
Baldwin-Lomax 1231 

Case Ref M, M, a R%, Tw1T.w 
(x106) 

SF1 [16] 1.50 4.9 8’ 2.3 0.80 The surface pressure is shown in Fig. 3. The ab- 

SF2 [17] 1.65 3.0 16’ 1.9 1.06 scissa is p (see Appendix A) measured from the 
SF3 [la] 1.82 2.9 20° 8.1 1.00 virtual conical origin [16], and the ordinate is 
SF4 [17] 1.89 4.0 16” 2.1 1.06 the wall pressure normalized by the freestream 
SF5 [16] 2.12 4.9 16’ 2.3 0.80 static pressure. There is general agreement. 
SF6 [17] 2.14 4.0 20” 2.1 1.06 However, the computations underestimate the 
SF7 [19] 2.90 8.2 15” 1.8 0.28 location of the beginning of the pressure rise 

which is typical for the Baldwin-Lomax model 
Note: Most experimental data tabulated in [20]. [25]. No experimental data are close to the fin, 

and therefore comparison of the computed and 
experimental results for the location and level of 
the maximum pressure is not possible [16]. 

LEGEND 
M” M, sin 0 Mr3 Mach number 

; 
Fin angle T Wall temperature 
Shock angle Z’., Adiabatic T, 

RQ, fmG&elPm 

Table 4: Participants for Single Fin Cases 

Participant/SF 1234567 
Jack Edwards . . 
c. c. Horstman . . . 
Doyle Knight . . . 
Argyris Pamras . l l 

Patrick Rodi * * 

LEGEND 

l RANS * Conical BANS 

2.1 Case SF1 

The computations solved the conical form of 
the Navier-Stokes equations using the Baldwin- 
Lomax turbulence model. A grid refmement 
study was performed using three separate grids 
which yielded a grid independent solution. 
Computations using conical Navier-Stokes equa- 
tions must be viewed with some skepticism. As 
indicated previously, the surface pressure ex- 
hibits conical behavior, while the surface heat 
transfer does not. 

Figure 3: Surface pressure (Case SFl) 

Figure 4: Heat transfer (Case SFl) 

The heat transfer is shown in Fig. 4. The ab- 
scissa is p, and the ordinate is the heat transfer 



coefficient normalised by its value immediately 
outside the interaction. Reasonable agreement 
is observed, except in the vicinity of the initial 
pressure rise (p zz 30’). However, as noted pre- 
viously, the experimental heat transfer does not 
behave in a conical manner, and thus the agree- 
ment may be somewhat fortuitous. 

2.2 Case SF2 

The surface pressure is shown in Fig. 5. 
The agreement between the Baldwin-Lomax- 
Pamras model and experiment is very good. 
The computation predicts both the plateau pres- 
sure, associated with the primary vortex (Fig. 
2), and the peak pressure near the fin within 
8%. The location of the beginning of the pres- 
sure rise is slightly underestimated. 

The surface streamline angle B on the flat plate, 
measured relative to the freestream direction z, 
is displayed in Fig. 6. The ordinate is Q - /3 
in order to identify the separation and attach- 
ment lines which correspond to +-p = 0. Good 
agreement is observed between the computation 
and experiment. The location of the primary 
separation line (p = 45’), secondary (incipient) 
separation line (p = 37’) and primary attach- 
ment line (p = 21’) are accurately predicted. 

The skin friction coefficient cf on the flat plate 
is shown in Fig. 7. The agreement is gener- 
ally good. The computed skin friction displays 
a peak at p = 25O which is not evident in the 
experiment. However, the number of experimen- 
tal data points in this region is small, and thus 
a conclusive judgment on the accuracy of the 
cf predictions cannot be made. For further dis- 
cussion, see Pamras [24]. Minor discrepancies 
appear in the vicinity of the primary separation 
line at fl= 45”. 

2.3 Case SF3 

The surface pressure at a fixed spanwise location 
z/s, = 6.8 are shown in Fig. 8. The agree- 
ment is very good. There is very little differ- 
ence between the predictions using the Baldwin- 
Lomax (“Theory-Knight”) and k - E (“Theory- 
Horstman”) models. 

The locations of selected streamwise stations for 
comparison of computed and experimental pitot 

Figure 5: Surface pressure (Case SF2) 
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Figure 6: Surface streamline angle (Case SF2) 
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Figure 7: Skin friction coefficient (Case SF2) 



pressure and yaw angle are shown in Fig. 9. The 
yaw angle is defined as tan-l(tu/u) where ‘1~ and 
w are the mean velocity components in the +- 
and I- directions, respectively. Location 5 is 
downstream of the separation line (line of co- 
alescence) and upstream of the inviscid shock. 
Location 7 is close to the inviscid shock. Loca- 
tion 8 is downstream of the inviscid shock. Pitot 
pressure profiles are displayed in Figs. 10 to 12. 
The agreement is good’. In particular, the pitot 
pressure deficit associated with the primary VOT- 
tex (at y/b, = 0.5 in Fig. 11) is accurately 
predicted. Yaw angle profiles are shown in Figs. 
13 to 15. Close agreement is again observed, 
except in the immediate vicinity of the surface 
(at y/b, < 0.5 in Fig. 14). Overall, there are 
small differences between the predictions using 
the Baldwin-Lomax and k--E models. 

Figure 8: Surface pressure (Case SF3) 

-X 

Figure 9: Location of surveys (Case SF3) 

‘The region r/6- > 2 in Fig. 11 is within the 
computed inviscid shock which is diffused over two to 
three grid cells, and therefare the differences in computed 
freestream pitot pressures are not significant. 

Figure 10: Pitot pressure at station 5 (Case 
SF3) 
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Figure 11: Pitot pressure at station 7(Case SF3) 
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Figure 12: Pitot pressure at station 8 (Case Figure 12: Pitot pressure at station 8 (Case 
SF3) SF3) 



2.4 Case SF4 

The surface pressure is shown in Fig. 16. The 
Baldwin-Lomax-Panaras model is the most ac- 
curate. It predicts the plateau pressure within 
5%, and the pressure trough (at p = 27’) within 
13%. However, the peak pressure in the vicin- 
ity of the corner is overpredicted by 9%. The 
Baldwin-Lomax model underestimates slightly 
the location of the beginning of the pressure rise 
and fails to predict the pressure trough. How- 
ever, it predicts the peak pressure at the corner 
within 4%. The k-e model is the least accurate. 

Figure 13: Yaw angle at station 5 (Case SF3) 
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Figure 14: Yaw angle at station 7(Case SF3) 
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Figure 15: Yaw angle at station 8 (Case SF3) 
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Figure 16: Surface pressure (Case SF4) 

The surface streamline angle on the flat plate 
is displayed in Fig. 17. The ordinate is 9 - 0. 
The Baldwin-Lomax-Panaras is again the most 
accurate. It predicts the primary separation an- 
gle (p = 41”) within 4%, and the (incipient) 
secondary separation (p = 33”) within 9%. The 
Baldwin-Lomax and 6-c models also predict the 
primary angle within 4%; however, both fail to 
predict the secondary separation. 
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Figure 17: Surface streamline angle (Case SF4) 



pressure rise (p z 40’). However, the experi- 
mental heat transfer does not behave in a con- 
ical manner, and thus the good agreement may 
be fortuitous. 

The skin friction coefficient is displayed in Fig. 
18. The Baldwin-Lomax-Panaras model is more 
accurate, generally providing accurate predic- 
tion over the entire range of the interaction. The 
Baldwin-Lomax and k-c models display the gen- 
eral trends of the experiment, but underestimate 
the peak skin friction by 30% to 35%. 

Figure 18: Skin friction coefficient (Case SF4) 

2.5 Case SF5 

The surface pressure is shown in Fig. 19. There 
is general agreement between the predictions us- 
ing the Baldwin-Lomax model and the experi- 
ment. However, as observed in Case SFl, the 
computation underestimates the location of the 
beginning of the pressure rise. Since there are no 
experimental data close to the fin, comparison of 
the computed and experimental results for the 
location and level of the maximum pressure is 
not possible [16]. 

Figure 19: Surface pressure (Case SF5) 

The heat transfer is shown in Fig. 20. Flea- 
sonable agreement is again observed, similar to 
Case SFl, except in the vicinity of the initial 
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Figure 20: Heat transfer (Case SF5) 

2.6 Case SF6 

The surface pressure is shown in Fig. 21. The 
Baldwin-Lomax-Panaras and Spalart-Alhnaras- 
Edwards models are the most accurate. Both 
models predict the surface pressure in the 
plateau region (36O < p 5 47’) within 5% 
to 10%. Also, both models display a pressure 
trough at p = 32O, in agreement with the ex- 
periment, although the predictions differ from 
the experimental value by 30%. Both models 
overestimate the peak pressure in the vicinity 
of the corner by 11%. The predictions of the 
Baldwin-Lomax and k--E models exhibit the gen- 
eral trends of the experiment but are less accu- 
rate. 

Figure 21: Surface pressure (Case SF6) 

The surface streamline angle on the flat plate 
is displayed in Fig. 22. The Baldwin- 



Lomax-Panama is again the most accurate, with 
the Spalart-Alhnaras-Edwards model providing 
nearly comparable results. The principal differ- 
ence between the two predictions is in the region 
of the secondary separation at p = 40’. Again, 
the Baldwin-Lomax and k-c models show gen- 
eral agreement with experiment, but are less ac- 
curate. 

Figure 22: Surface streamline angle (Case SF6) 

The skin friction coefficient is displayed in 
Fig. 23. The Baldwin-Lomax-Panaras and 
Spalart-Alhnaras-Edwards models predict a 
peak in the vicinity of the corner which is not 
evident in the experiment*; in particular, their 
computed values at the experimental location 
p = 26.5” are substantially above the experi- 
ment. Additional measurements in the region 
22’ < p < 26” would be helpful in determining 
whether a peak appea&. Elsewhere, all four 
models provide generally good agreement with 
the experiment. 

L. ,. om20 30 e%es, Jo 6o 
Figure 23: Skin friction coefficient (Case SF6) 

2Corrected data for p = 22’ and 26.5”, provided bg 
Prof. G. Settles, is included in Fig. 23. 

‘Note that the attachment line is 0 = 26’ [ll]. 

2.7 Case SF7 

The surface pressure on the flat plate at z/6, = 
4.9 is displayed in Fig. 24. The agreement 
is very good. The Spalart-Alhnaras-Edwards 
model provides an accurate prediction of the 
pressure distribution over the entire region. The 
peak pressure in the corner is predicted within 
10%. The surface pressure on the fin at x/a, = 
4.8 is shown in Fig. 25. Similar close agreement 
is observed. 

Figure 24: Surface pressure on plate (Case SF?‘) 

Figure 25: Surface pressure on fin (Case SF7) 

The skin friction coefficient ef is presented in 
Fig. 26. The agreement is very good. The 
peak et in the vicinity of the corner is predicted 
within the experimental uncertainty. 

The heat transfer Q,,,, normalized by the corre- 
sponding value in the upstream boundary layer 

Q is displayed in Figs. 27 and 28 for the flat 
plrt; and fm surfaces, respectively, at z/S, = 
4.4. The agreement is reasonably good. On the 
flat plate, the peak heat transfer in the vicin- 
ity of the corner is overpredicted by 35%, and 
underestimated in the plateau region typically 



3 Double Fin 

by 30%. A significant difference is evident on 
the fin surface away from the cmner which is at- 
tributable to the assumption of fully turbulent 
flow from the leading edge in the computation. 
In the experiment, the boundary layer at this lo- 
cation and outside of the corner interaction was 
laI&lW. 

Figure 27: Heat transfer on plate (Case SFi’) 

Figure 28: Heat transfer on !in (Case SF?‘) 

The double fin (“crossing shock”) geometry con- 
sists of two wedges of angles al and a2 affixed 
normal to a flat plate (Fig. 29) on which an 
equilibrium turbulent boundary layer has devel- 
oped. The wedges generate intersecting oblique 
shock waves which interact with the boundary 
layers on the flat plate and inner fin surfaces. 
The flow parameters are the Mach number Mm, 
Reynolds number Res, , fh angles (11 and (12, 
contraction ratio LJLI, throat middle line off- 
set La/Ll, boundary layer to throat width ra- 
tio 6,/Lz, and wall temperature ratio T,/T,,. 
The fins are assumed semi-infinite in height. For 
the symmetric double fin, La = 0. 

Figure 29: Double fin geometry 

The flowfield structure of the double fin interac- 
tion is only partially understood. The interac- 
tion of the incident X-shocks, generated by the 
initial single fin interactions, forms a complex 
wave system which is described in [26, 27, 28, 
29, 30, 311 for the symmetric case, and in [32] 
for the asymmetric case. The principal mean 
streamline structure is a pair of counter-rotating 
vortices, generated by the initial single fin in- 
teractions, which merge to form a vortex pair 
which is associated with a region of low total 
pressure. A detailed discussion of the streamline 
structure for the symmetric ease is presented in 
[33, 34, 35, 26, 27, 281 and for an asymmetric 
ease in [32]. An example is shown in Fig. 30. 

Four configurations were computed by one or 
more of the participants. The flow conditions 
are shown in Table 6. The cases are ordered in 
terms of magnitude of the pressure rise4 p4/pl 

‘This particuler choice of ordering, though obvious, is 
arbitrary. Unlike the single fin configuration, no param- 



Figure 30: Computed streamlines and total pressure contours (Case DF2) using k--E Chien model 

Table 6: Double Fin Cases 

(x105) 
DFI [36] 3.4 4.0 70 70 3.1 0.45 0 0.11 1.11 
DF2 [36] 4.6 4.0 7’ 11’ 3.0 0.44 0.014 0.11 1.11 
DF3 1371 10.2 3.9 150 150 2.6 0.32 0 0.11 1.06 
DF4 i38j 45.0 8.3 15’ 15” 1.6 0.28 0 0.75 0.28 

LEGEND 

Mcc Freestream Mach number aI, a2 Fin angles 
Re6, PCJJCdCOl~CO Ll Distance between fms at entrance 
LZ Distance between fhs at throat L3 Offset of TML 
TML Throat Middle Line TW wall temperature 
T n..u Adiabatic wall temperature 



across the intersecting shocks. 

There were eleven participants in the dou- 
ble fin studies (Table 7). All computations 
employed the Reynolds-averaged compressible 
Navier-Stokes equations. The turbulence mod- 
els employed are shown in Table 8. 

Table 7: Participants for Double Fin Cases 

Participant/DF 1 2 3 4 
Jack Edwards . . . 
Datta Gaitonde . . 
Marirma Gnedin l l 

Hassan Hassan & . . 

Greg Alexopoulos 
c. c. Horstman . 
Doyle Knight . 
Natraj Narayanswami . . 
Argyris Panaras . 
Balu Sekar . . 
GeCheng Zha . 

3.1 Case DFl 

The computed skin friction lines using the 
L--E Knight model and experimental surface 
flow visualization are shown in Figs. 31 and 32. 
The incident separation lines 1 and 2 which orig- 
inate at the fin leading edges are visible. The 
computed and experimental separation line am 
gles agree within 7%. The computed skin fric- 
tion lines do not intersect. Rather, the lines 
slowly converge towards each other. Two weak 
divergence lines 3 and 4 are evident near the fin 
surfaces. 

The surface pressure is shown in Figs. 33 and 
34 along the Throat Middle Line5 (TML) and 
at the three streamwise locations. The accuracy 
of the surface pressure measurements is f0.5%. 
The computed surface pressure displays excel- 
lent agreement with experiment. 

The surface heat transfer coefficient e,, is dis- 
played in Figs. 35 to 38. The accuracy of the 
measurements is *lo% to rkl5%. Reasonable 

eter(s) have been demonstrated to appropriately catego- 
rize the double fin configuration. 

‘The Throat Middle Line is the streamwise plane 
which bisects the throat (i.e., the region of minimum 
cross section). 

Table 8: Turbulence Models for Double Fin 

PaTlicipanl Model 
J. Edwards Spalart-Allmans-Edwards 

Ref 
1211 

D. Gaitonde B’aldwin-Lomax (BI,IB) i26j 
k-s WI 
k-s (CC) [27, 2, 
k-c (VC) W 
k-r (RA) P81 

M. Gnedin k-c Knight 
H. Hassan k-w [Z] 
C. C. Horstman k-c Rodi 
D. Knight k--B Chien [iii 
N. Narayanswami Baldwin-Lomax [231 
A. Panaras Baldwin-Lomax-Panaras 
B. Sekar Baldwin-Lomax [ii! 
G. Zha Reynolds Stress Equation [431 

LEGEND 
BI Buleev Integral 
CC Compressibility correction 
IB Inverse blending 
RH Rodi-Horstman length scale modification 
VC Vuong-Coakley length scale modification 

25 

Figure 31: Computed skin friction lines (Case 
DFl): 
1 Left incident separation line 
2 Right incident separation line 
3, 4 Lines of divergence 
5 Downstream coalescence line 



agreement with the experiment is observed. On 
the TML, the heat transfer coefficient is pre- 
dicted typically within 25% in the 3-D interac- 
tion region. 

Figure 32: Experimental surface flow (Case 
DFl) 

Figure 33: Wall pressure on TML (Case DFl) 

o.F& -20 -10 0 10 20 30 
2. GL (mm) 

Figure 36: ch at I = 46 mm (Case DFl) 

Figure 37: Ch at I = 79 mm (Case DFI) 

%a 30 The adiabatic wall temperature T,,/T, is dis- 
z. z, (mm, played in Figs. 39 to 42. The accuracy of the 

measurements is less than 0.2%. Close agree- 
Figure 34: Wall pressure at z = 46 mm, z = 79 merit is observed. The maximum difference be- 
mm and I = 112 mm (Case DFl) tween the predicted and measured Ta, is less 

than 2%. 



Figure 38: Ch at I = 112 nun (Case DFl) 

Figure 39: Ta, on TML (Case DFl) 
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Figure 40: Z’,, at I = 46 mm (Case DFl) 

Figure 41: Ta, at + = 79 mm (Case DFl) 
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Figure 42: Ta,,, at + = 112 mm (Case DFl) 

3.2 Case DF2 

The computed surface skin friction lines using 
the k-c Chien model and k--E Knight model 
are shown in Figs. 43 and 44, respectively, and 
the experimental surface visualization is shown 
in Fig. 45. The incident separation lines ema- 
nating from the f?n leading edges (1 and 2) are 
evident in both computations and experiment. 
The computed separation line angles, measured 
relative to the z-axis, agree with the experiment 
to within 10% for the k-e Chien model and 
to within 9% for the k--E Knight model. The 
k-e Chien results display a coalescence of the 
incident separation lines into a narrow band (3) 
offset to the left side, in agreement with the ex- 
periment. This line represents the surface image 
of the boundary between the left and right vor- 
ties generated by the incident single fin interac- 
tions. The k-e Chien results also show a second 
line of coalescence form alongside on the right 
and farther downstream (4) associated with a 
secondary separation underneath the left side of 
the right vortex [32], and a line of divergence 
alongside the right fin (5). A similar line of di- 
vergence (unmarked) is near the left fin. 

For the k-c Knight model (Fig. 44), the inci- 
dent separation lines do not coalesce near the 
cater of the region, but rather continue farther 
downstream almost in parallel until they con- 
verge at a! x 110 mm to form a naxow band 
of skin friction lines (3), which are offset to the 
left side of the channel. The band represents 
the surface image of the boundary between the 
left and right vortices generated by the incident 
single fin interactions. Lines of divergence are 
also apparent near the right f?n (4) and left fin 
(5) associated with the incident single fin inter- 



action. The second line of coalescence observed 
in the k-e Chien results (4 in Fig. 43) is not 
present in this computation. Consequently, the 
k - 6 Knight model does not predict a secondary 
separation underneath the left side of the right 
vortex. The difference is due to deviation in the 
predictions of the pressure distribution in the 
spanwise direction, obtained with each turbu- 
lence model as described below. 

Figure 43: Computed skin friction lines k - e- 
Chien model (Case DF2) 
1 Left incident separation line 
2 Right incident separation line 
3 Left downstream coalescence line 
4 Right downstream coalescence line 
5 Line of divergence (similar line near left fin) 

Figure 44: Computed skin friction lines k -E- 
Knight model (Case DF2) 
1 Left incident separation line 
2 Right incident separation line 
3 Left downstream coalescence line 
4,5 Lines of divergence 

The surface pressure distribution in the span- 
wise direction at r = 112 mm is displayed in 
Figs. 46 and 47. The abscissa z - ZTML repre- 
sents the spanwise distance measured from the 
TML (Throat Middle Line). The computations 

Figure 45: Experimental surface flow for 7’ x 11’ 
(Case DF2) 

using the k-c Chien, k - 6 Knight (“Present 
k--E ‘I), and RSE models are in general agree- 
ment with the experiment, while the Spalart- 
Allmaras-Edwards, Baldwin-Lomax, and k -w 
models overpredict the pressure by 16% to 21%. 
The k-e Chien model predicts a local adverse 
pressure gradient in spanwise direction in the re- 
gion -1Omm < z- ZTML < -4mm. Since the 
flow near the surface at this location is moving 
towards the left fm, this adverse pressure gra- 
dient causes the secondary separation and the 
appearance of the right downstream coalescence 
line (4 in Fig. 43). The k-c Knight model does 
not predict a significant adverse pressure gradi- 
ent in this region, and hence a secondary sepa- 
ration line does not appear. 

2 .z,, (mm) 

Figure 46: Wall pressure at r = 112 mm (Case 
DF2) 

The surface pressure along the Throat Middle 
Line is displayed in Figs. 48 and 49. The 
computed and experimental surface pressure on 
TML are in good agreement for I < 135 mm for 
all models, although the computations slightly 
underestimate the extent of the upstream influ- 



Figure 47: Wall pressure at I = 112 mm (Case Figure 50: Wall pressure at + = 46 mm (Case 

DF2) DF2) 

Figure 48: Wall pressure on TML (Case DF2) 
Figure 51: Wall pressure at z = 46 mm (Case 
DF2) 

Figure 49: Wall pressure on TML (Case DF2) 
Figure 52: Wall pressure at I = 79 mm (Case 
DF2) 



Figure 53: Wall pressure at z = 79 mm (Case 
DFZ) 

ewe. The computed results in Fig. 48 do not 
accurately predict the pressure rise (beginning 
at I = 145 nun) associated with the shock reflec- 
tion from the 7” fin, since the computations omit 
the boundary layers cm the fin surfaces. The 
computed and experimental surface pressure at 
+ = 46 and 79 mm are displayed in Figs. 50 to 
53. Close agreement is again observed between 
the predictions of all models and experiment. 

The surface heat transfer coefficient Ch is shown 
in Figs. 54 to 61. The heat transfer coefficient 
is defined by 

demonstrated that the computed Q,,, is propor- 
tional to the computed Z’,,, - T,,. A possible 
explanation [46] is that the turbulence models 
overestimate the effects of the shock-boundary 
layer interaction on the turbulence production, 
thereby generating excessive turbulence kinetic 
energy and turbulent eddy viscosity, and thus 
overestimating the turbulent thermal conductiv- 
ity. 

Figure 54: ch on TML (Case DF2) 

On the Throat Middle Line (Figs. 54 and 55), all 
turbulence models overpredict the heat transfer 
by approximately a factor of two downstream 
of the intersection of the shocks (which occurs 
at z = 93.7 mm). At + = 46 mm (Fig. 56 
and 57), there is close agreement between the 
experiment and the k - E Knight, k - E Chien, 
and RSE models, while the Spalart-Alhnaras- 
Edwards, Baldwin-Lomax and k-u models show 
some discrepancies with the experiment. Note, 
however, that nearly all the experimental data 
at this location are situated in the nominally 
2-D incoming boundary layer. A similar eon- 
elusion holds at + = 79 mm (Fig. 58 and 59), 
where again most of the experimental data are 
within the nominally 2-D boundary layer. At 
+ = 112 nun (Figs. 60 and 61), located within 
the strongly 3-D region of the flow, all models 
show significant disagreement with the experi- 
merit 

The overprediction in Ch represents an overesti- 
mate in Qw, since a series of studies [44, 451 have 

Figure 55: Ch on TML (Case DF2) 

wj, -20 -10 0 Ill 20 30 
2. z,., (mm) 

Figure 56: ch at I = 46 mm (Case DF2) 

The adiabatic wall temperature T,,/T, is 
shown in Figs. 62 to 69, respectively. The k-e 
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Figure 58: ch at I = 79 mm (Case DF2) 

Figure 59: Ch at I = 79 mm (Case DF2) 

Figure 61: Ch at I = 112 mm (Case DF2) 

:.:i 0 25 50 ,‘eln, 100 125 150 

Figure 62: Ta,,, on TML (Case DF2) 

Figure 60: C,, at I = 112 mm (Case DF2) Figure 64: Ta, at + = 46 IIUII (Cm DF2) 



Figure 66: Ta, at I = 79 mm (Case DF2) 

I 

Figure 67: T,, at z = 79 mm (Case DF2) 

Figure 69: Ta,,, at z = 112 mm (Case DF2) 

Knight and k-w models display closest agree- 
ment with experiment. 

3.3 Case DF3 

The surface pressure on the centerline is shown 
in Fig. 70. The Baldwin-Lomax (IB) 
model displays virtually identical results for the 
second-order accurate [R2] and third-order ac- 
curate [R3] implementations of the inviscid flux 
using Roe’s method [47]. The location of the 
beginning of the pressure rise (the “upstream 
influence”) is underestimated, and the pressure 
downstream of the plateau region is overes- 
timated. The Baldwin-Lomax-Panaras model 
provides the best prediction of surface pressure, 
although underestimating the peak pressure by 
16%. The Spalart-Alhnaras-Edwards model ac- 
curately predicts the upstream intluence, but 
overestimates the pressure downstream of the 
plateau region, and underestimates the peak 
pressure. The k-c model accurately predicts 
the upstream influence, but overestimates the 
surface pressure elsewhere. 

Figure 68: T,, at z = 112 mm (Case DF2) 



The skin friction coefficient cf on the cen- 
&line is displayed in Fig. 71. SWXal 
turbulence models accurately predict the on- 
set of separation, namely, Baldwin-Lomax- 
Panaras, k-e (with compressibility correc- 
tion), k-e (Rodi-Horstman) and k--E (Vuong- 
Coakley). However, all turbulence models fail to 
accurately predict the skin friction downstream. 
The wide range of the predictions is reminiscent 
of the scatter in 2-D turbulent compression cor- 
ner simulations [48]. 

Figure 71: Skin friction on centerline (Case 
DF3) 

The skin friction results at I = 25.36, are 
shown in Fig. 72. The computations again 
display generally poor agreement with experi- 
ment. The Baldwin-Lomax-Panaras model dis- 
plays the smallest error. 

.@?* I =z:s-’ 5 6 7 8 9 
Figure 72: Skin friction at z = 25.35, (Case 
DF3) 

The experimental pitot pressure ppfpp, con- 
tours at z = 32.336, are presented in Fig. 73. 
One half of the cross section is shown, as exper- 
imental surveys demonstrated the symmetry of 
the flowfield [49]. The principal features include 
the low pitot pressure region near the centerline 

Figure 73: Experimentalp, at z = 32.36, 
DF3) 

Figure 74: Computed pp at z = 32.36, 
Baldwin-Lana% [IB] (Case DF3) 

Figure 75: Computed p, at I = 32.36, 
Baldwin-Lomax model (Case DF3) 

(Case 

using 

using 
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Figure 76: Computed p, at I = 32.36, using 
SpalartTAIJmaras-Edwards model (Case DF3) 

and the inviscid shock. 

The computed pitot pressure using the Baldwin- 
Lomax model is shown in Figs. 74 and 75. The 
computed width of the low p, region is in reason- 
able agreement with the experiment, although 
the height is somewhat greater. Closer agree- 
ment is observed with the Spalart-Alhnaras- 
Edwards model (Fig. 76). 

3.4 Case DF4 

The surface pressure on the centerline is pre- 
sented in Figs. 77 and 78. The agreement is 
good. All turbulence models accurately predict 
the location of the beginning of the pressure rise 
(the upstream influence). The Baldwin-Lomax 
model using the Buleev Integral length scale 
overestimates the peak pressure by 30%. The 
expansion fan (7 5 z/a, 5 8.5) and subse- 
quent second interaction (8.5 5 z/6- 5 10) are 
accurately predicted by all models except the 
k-e Rodi mod&. 

Figs. 79 and 82 display surface pressure at 
L = 5.6 6, The pressure is overestimated typ- 
ically by 30% at the centerline (see Figs. 77 and 
78) and underestimated by at most a compara- 
ble amount off centerline. The results of all tur- 
bulence models are similar, with the exception 
of Baldwin-Lomax (Fig. 79). Figs. 80 and 82 
display surface pressure at I = 6.96, . The re- 

‘In the experiment, the boundary layers on the fins 
separate at z 2: 6.56, due to the impingement of the 
shock waves. The k-r Rodi model does not predict sep 
aration on the fins. Consequently, the computed reflected 
shocks are stronger, thereby leading to higher pressure at 
z 7z 106,. 

so -21 21 .,iMO 

Figure 77: Surface pressure on centerline (Case 
DF4) 

Figure 78: Surface pressure on centerline (Case 
DF4) 

Figure 79: Surface pressure at I = 5.66, (Case 
DF4) 



subs of most turbulence models are similar, and 
in good agreement with the experiment. The 
Baldwin-Lomax model (B&xv Integral) overes- 
timates the centerline pressure by 30%. Figs. 81 
and 82 display surface pressure at I = 8.36, 
All turbulence models are in good agreement 
with the experiment. 

The surface heat transfer Q,,, on the centerline 
is displayed in Figs. 83 and 84. With the ex- 
ception of the Baldwin-Lomax model with the 
Buleev Integral length scale, there is generally 
good agreement with the experiment. How- 
ever, away from the centerline, the agreement 
becomes increasingly poor with distance down- 
stream, as shown at z = 5.086, (Figs. 85 and 
86), at + = 6.46, (Figs. 87 and 88), and at 
L = 7.786, (Figs. 89 and 90) where the max- 
imum deviation from experiment ranges from 
40% to 150%. 

Figure 80: Surface pressure at z = 6.96, (Case 
DF4) 

Figure 81: Surface pressure at I = 8.36, (Case 
DF4) 

Figure 82: Surface pressure at + = 5.6,6.9 and 
8.36, (Case DF4) 

Figure 83: Surface heat transfer on centerline 
(Case DF4) 

Figure 84: Surface heat transfer on cent&m 
(Case DF4) 

The surface streamline angle +, measured rela- 
tive to the freestream direction z, is presented 
at + = 5.66, (Fig. 91), 6.96, (Fig. 92) and 



Figure 88: Surface heat transfer at I = 
6.46, (Case DF4). See Fig. 84 for legend. 

Figure 85: Surface heat transfer at z = 
5.086, (Case DF4) 

Figure 86: Surface heat transfer at I = 
5.086, (Case DF4). See Fig. 84 for legend. Figure 89: Surface heat transfer at I = 

7.786, (Case DF4) 

Figure 87: Surface heat transfer at z = 
6.46, (Case DF4) 

Figure 90: Surface heat transfer at + = 
7.786, (Case DF4). See Fig. 84 for legend. 



8.36, (Fig. 93) for the Baldwin-Lomax model 
by using Inverse Blending and Buleev Integral 
length scales. The agreement is poor. 

Figure 91: Surface streamline angle at + = 
5.66, (Case DF4) 

Figure 92: Surface streamline angle at + = 
6.96, (Case DF4) 

Figure 93: Surface streamline angle at I = 
8.36, (Case DF4) 

Yaw angle profiles at I = 5.66, and z/6, = 
0.16,0.33,0.49, and 0.65 are shown in Figs. 94 
to 97, and pitot pressure profdes at the same 
locations (plus .z = 0) in Figs. 98 to 102, re- 
spectively. The principal features of both the 
yaw angle and pitot pressure prof?les are gener- 
ally predicted by aU turbulence models. 

Figure 94: Yaw angle at I = 5.66, and 
0.166, (Case DF4) 

*= 

Figure 95: Yaw angle at z = 5.66, and z = 
0.336, (Case DF4) 

Figure 96: Yaw angle at z = 5.66, and .z = 
0.496, (Case DF4) 



Figure 97: Yaw angle at I = 5.66, and t = Figure 100: p, at + = 5.66, and t 
0.656, (Case DF4) 0.336, (Case DF4) 

zz 

Figure 98: pp at + = 5.66, and z = 0 (Case Figure 101: pp at r = 5.66, and z = 
DF4) 0.496, (Case DF4) 

Figure 99: pp at + = 5.66, and t = Figure 102: pp at L = 5.66, and I = 
0.166, (Case DF4) 0.656, (Case DF4) 



boundary layer starts thickening and eventually 
separates at point S. The thickening is respon- 
sible for the generation of compression waves 
which rapidly coalesce into a separation shock. 
The separated shear layer eventually reattaches 
on the wedge (flare for the axisymmetric con- 
figuration) where it produces a strong reattach- 
ment shock. The reattachment shock intersects 
the separation shock at the triple point I lead- 
ing to the formation of the transmitted global 
compression shock and of a reflected expansion 
fan. Since for hypersonic flows the separation 
shock makes a small angle with the flat plate (or 
cylinder), the triple point I is quite close to the 
wall so that the reflected expansion reaches the 
wall only slightly downstream of reattachment. 
Lam&r interactions are characterized by much 
more extended separation zones as well as by a 
smoother compression upstream of separation. 
The axisymmetric interaction differs from the Z- 
D interaction by weaker shock angles for a given 
deviation and by the non-uniformity of the flow 
downstream of a conical shock, although this 
latter effect is hardly noticeable for the cases 
under consideration. 

Two configurations (a laminar configuration ref- 
ered to as HCFL and a turbulent one ref- 
ered to as HCFT) were computed by one or 
more participants. The flow conditions are 
shown in Table 9. The laminar case was 

4 Hollow-cylinder flare 

The hollow-cylinder flare geometry is shown in 
Fig. 103. It is the axisymmetric counterpart 

Figure 103: Hollow-cylinder flare model geome. 
try 

of the well-known compression ramp geometry. 
The flare generates a conical shock wave which 
interacts with the boundary layer developing on 
the cylinder. The flow parameters are the Mach 
number Mm, the Reynolds number Re, based 
on the leading-edge-to-flare-hinge distance L, 
the flare angle a and the wall temperature ration 
T,,,/Tm7. The Reynolds number determines, in 
particular, the state of the boundary layer up- 
stream of the interaction and therefore the na- 
ture of the interaction. 

The flowfield structure of the hollow cylinder 
flare interaction is similar to that of the com- 
pression ramp flow which has been described in 
detail in several review reports [50, 41, in par- 
ticular in the article by DGlery and Panaras in 
the tist report of this Working Group [9]. It 
is schematically represented on Fig. 104 for the 

Figure 104: Hypersonic ramp flow. Sketch of 
the flowfield 

case of a separated turbulent hypersonic inter- 
action. At the beginning of the interaction, the 

‘For completeness, one should add the Reynolds num- 
ber based on the cylinder outer radius, which controls the 
axisymmetry effects on the incoming boundary layer it- 
self (transverse curvature effect). This effect is negligible 
for large Reynolds numbers, for which the boundary layer 
develops exactly as an a flat plate. 

Table 9: Hollow-cylinder flare cases 
Case Ref M, (x Re, Tw/Ttm 

(x103) 
HCFL [51] 9.90 30” 18.9 0.276 
HCFT [52] 5.01 35” 11025 0.60 

computed by six participants, four computa- 
tions using a cell-centered finite volume Navier- 
Stokes (FVNS) solver, one using an unstruc- 
tured grid residual distribution N&x-Stokes 
(RDNS) solver [53] and one a direct simulation 
Monte Carlo (DSMC) solver [54]. A detailed 
comparison of a subset of these computations 
with the experimental data by Chanetz [51] is 
presented in [55]. The turbulent case was com- 
puted by one participant using a Reynolds av- 
eraged Navier-Stokes solver with the Spalart- 
Allmaras turbulence model [56]. The simula- 
tions are s-arized in Table 10. 



Table 10: Participants for the hollow cylinder- 
flare cases 

Particimnt (code~lcase HCFL HCFT 
J.-M. &usq;et (FLUSM) FVNS 
R. Bur (NASCA) FVNS 
G. Degrer et al. (VKI-MB) FVNS FVRANS 
F. Gram (HIG-2XP) FVNS 
.I. Moss (DSMC) DSMC 
E. Van der Weide (ICARUS\ RDNS 

4.1 Case HCFL (a) Finite volume Navier-Stokes computations 

Grid ref?nement studies have been performed 
both by Bousquet, who used a sequence of grids 
containing 101 x 39, 201 x 77 and 401 x 153 
points in the longitudinal and normal directions 
respectively, and by Tombarel and Degres, who 
used a sequence of grids containing 101 x 26, 
201 x 51 and 401 x 101 points. The sensitivity 
of the results to the grid density is illustrated 
in Fig. 105, which shows Stanton number dis- 

Figure 105: Stanton number distribution, grid 
sensitivity study (HCFL) 

tributions as computed by Tombarel and De- 
grez. One sees that grid independence is not 
proven even for the finest mesh, since the finest 
mesh results are still noticeably different from 
the medium mesh results. As far as the calada- 
tions by Bousquet are concerned, only the fine 
grid results have been provided, but the author 
reports an excellent spatial convergence. Note 
that the latter grids are finer in the normal direc- 
tion than those used by Tombarel and Degrez, 
which could explain a better grid convergence. 

Surface pressure coefficient distributions com- 
puted by all six participants are shown on 
Fig. 106. First, one notices that all codes agree 
on the cylinder upstream of the interaction, but 

(b) ICARUS, DSMC and HIG-2XP computations 

Figure 106: Surface pressure coefficient distri- 
butions (HCFL) 

the computed pressure coefficients are higher 
than the measured values, possibly due to some 
offset in the experimental values. One notices 
that the FLUBM, NASCA and VKI-MB results 
are nearly identical. The starting location of 
the pressure rise is seen to be slightly upstream 
of the experimental one (slightly overevaluated 
upstream influence) for these computations and 
for the ICARUS unstructured grid computation 
while it is about at the experimental position for 
the HIP-2XP (Grasso) computation and slightly 
downstream for the DSMC computation. 

At this stage, it should be noticed that slightly 
different freestream conditions were imposed by 
the various participants. Whereas the incoming 
freestream Mach number was set at 9.90 for the 
NASCA, VKI-MB, ICARUS and DSMC cornpu- 
tations as specified in [9], a value of 9.95 was 
used for the FLU3M computation which was 
performed before the experiment and a value of 
9.91, closest to the real experimental one, for the 
HIP-2XP (Grasso) computation. Other slight 
differences ccmeern the stagnation temperature 
(1070’K for the NASCA computation, 1050OK 



for all others) and the wall temperature (295’K 
for the DSMC computation, and 290°K for all 
others). These small variations in freestream 
conditions however are not deemed to have a 
significant impact on the computational results. 

More substantial differences between computed 
pressure distributions are observed on the flare. 
In particular, the DSMC computation strongly 
overevaluates the pressure on the flare while 
the ICARUS computation underevaluates it, pos- 
sibly indicating an insuflicient grid resolution 
on the flare for this computation. Finite vol- 
ume Navier-Stokes computations are in closer 
agreement between themselves and with the ex-. 
periment, the HIP-ZXP computation giving the 
highest values, followed by the NASCA and 
VKI-MB computations, which give essentially 
identical results, and finally by the FLUSM 
computation, which gives the lowest values*. 
The latter computation appears to be in closest 
agreement with the experiment, but one should 
keep in mind the possible pressure offset in the 
experiments mentioned earlier. 

Computed skin friction distributions are shown 
on Fig. 107. Important differences are ob- 
served in the separation and reattachment re- 
gions. Just as for the pressure distributions, the 
FLUBM, NASCA, and VKI-MB computations 
give essentially identical results with a separa- 
tion point at a reduced abscissa z/L = 0.72 
and a reattachment point at z/L = 1.34, to 
be compared with the experimental values ob- 
tained by an oil flow visualization z&L = 0.77 
and x&L = 1.31. The ICARUS unstructured 
grid computation also gives very similar results. 
The HIP-2XP (Grasso) results are seen to be in 
better agreement with the experimental values 
while the DSMC computation underpredicts the 
size of the separation bubble. Experimental and 
computed separation and reattachment point lo- 
cations are s-arized in Table 11 

Finally, experimental and computed Stanton 
number distributions are shown on Fig. 108. 
The trends observed for the pressure coefficient 
and skin friction distributions are confirmed, 
i.e., the underprediction of the size of the sep- 
aration bubble by the DSMC computation, the 
better match with the experimentalresults given 
by the HIP-2XP (Grasso) computation, and 

*The slightly higher freestream Mach number value 
used in this computation may play a role here. 

(a) Finite volume Navier-Stokes computations 

(b) ICARUS, DSMC and HIG-2XP computations 

Figure 107: Skin friction coefficient distributions 
(HCFL) 

Table 11: Separation-reattachment point loca- 
tions (HCFL) 

code/abscissa Sep. reatt. 
J.-M. Bousquet (FLU3M) 0.72 1.34 
R. Bur (NASCA) 0.72 1.34 
G. Degrez et al. (VKI-MB) 0.73 1.34 
F. Grasso (HIG-2XP) 0.77 1.32 
J. Moss (DSMC) 0.81 1.29 
E. Van der Weide (ICARUS) 0.73 1.34 
experiment [51] 0.77 1.31 

the close agreement between the remaining four 
computations (FLU3M, NASCA, VKI-MB and 
ICARUS) which predict a slightly oversized sep- 
aration bubble. 

4.2 Case HCFT 

This test case was computed by Paciorri et 
al. [57] on different grids. The initial coarse 
grid contained 100 x 50 points and used a ti- 
form stretching in the normal direction. A sec- 
ond adapted 100 x 50 grid was then produced 
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(a) Finite volume Navier-Stokes computations 

(b) ICARUS, DSMC, and HIG-2XP computations 

Figure 108: Stanton number distributions 
(HCFL) 

in which the normal stretching was made vari- 
able along the wall to cluster grid lines closer to 
the wail in the vicinity and downstream of reat- 
tachment where the boundary layer is very thin. 
This clustering is illustrated in Fig. 109 which 
compares both grids. The corresponding first 
grid line y+ distributions are shown in Fig. 110, 
where one observes that, thanks to the increased 
clustering normal to the wall in the reattach- 
ment region, the wall coordinate y+ never ex- 
ceeds 2 for the adapted grid, whereas it reaches 
a value of 6 in the reattachment region for the 
Initial grid. Finally, a fine 200 x 100 grid was 
obtained by refining the adapted grid by a factor 
of two in each direction. 

Surface pressure distributions are shown on 
Fig. 111. Although there is a good agreement 
between computed results, the extent of the sep- 
<arated zc~ne is seen to be strongly underesti- 
mated. In particular, the computed pressure rise 
at separation is well downstream of the exper- 
Inlcntal position. One also notices a slight dis- 
agreement between computed and experimental 
values downstream of reattachment. 

(b) Adapted grid 

Figure 109: Coarse grids for HCFT test case 

Figure 110: First grid line y+ distributions on 
coarse meshes (HCFT) 



Figure 111: Surface pressure coefficient distri- 
butions (HCFT) 

Stanton number distributions are shown on 
Fig. 112. Here, the effect of grid adaption is 
clearly visible. While the initial grid fails corn- 
pletely to predict the Stanton number at reat- 
tachment and downstream, the adapted grid re- 
sults are in reasonable agreement with the ex- 
perimental data both in terms of the peak value 
and of the distribution downstream of reattach- 
ment. The computed peak heat transfer loca- 
tion, however, is upstream of the experimental 
position because of the underestimation of the 
separated bubble size. The discrepancy between 
the computed and experimental separation bub- 
ble size is also the reason for the disagreement 
between computed and experimental values near 
the separation point. 

Figure 112: Stanton number distributions 
(HCFT) 

5 Conclusions 

The objective of the present study was to review 
the capabilities of current CFD solvers to predict 
quantities of interest for designers of high-speed 
vehicles, namely mean and fluctuating (RMS) 
aerodynamic (pressure, skin friction) and ther- 
mal (heat transfer) loads as well as flowfield 
structure (occurrence of separation and of VOT- 
tical flow structures). Laminar and turbulent 
interactions are examined successively. 

5.1 Laminar interactions 

For laminar interactions, present CFD technol- 
ogy allows accurate prediction of both aerody- 
namic and thermal loads. For strong inter- 
actions at relatively high Reynolds numbers, 
though, extremely fine and carefully generated 
grids are necessary to obtain accurate results (at 
least 200 x 75 points for nominally 2-D interac- 
tions and therefore, by extrapolations, at least 
1.5 million points for 3-D interactions) because 
of the extremely high aspect ratio of lam&r 
separated flow regions. Adaptivity thus appears 
essential to accurately calculate 3-D interactions 
at an affordable cost. 

5.2 Turbulent interactions 

For 3-D interactions, mean pressure distribu- 
tions are generally predicted satisfactorily, with 
little variation between computations using dif- 
ferent turbulence models. The satisfactory pres- 
sure predictions may be attributable to an ap- 
proximate triple-deck structure of the flowfield 
[25] (see, for example, Inger [58, 59, 601 who ex- 
tended the original work of Stew&son [61] to 
nonseparated 3-D shock wave turbulent boun- 
dary layer interactions). In the first layer 
(“deck”), located immediately adjacent to the 
surface, the flow is controlled by both viscous 
(i.e., laminar and turbulent stresses and heat 
transfer) and inviscid effects. In the second 
layer, immediately above the first deck, the flow 
is rotational and inviscid to a first approxima- 
tion; i.e., turbulent stresses and heat transfer 
are higher order effects. This region comprises 
most of the boundary layer in the interaction. 
The third region is the inviscid, irrotational 
flow outside the boundary layer. The surface 



pressure distribution is, to a fist approxima- 
tion, determined by the interaction of the second 
and third layers and is therefore insensitive to 
the turbulence model. Jn effect, the turbulence 
model provides the proper vorticity distribution 
in the incoming boundary layer, but does not 
otherwise significantly a&et the surface pres- 
sure. Since all turbulence models provide the 
appropriate flat plate boundary layer protie as 
inflow, there is little difference in the prediction 
of surface pressure. 

For nominally 2-D interactions, however, satis- 
factory prediction of mean pressure distributions 
is achieved typically only for weak interactions. 
For strong interactions, computed pressure dis- 
tributions are generally in poor agreement with 
the experiment9 for two reasons. First, the flow 
exhibits a high level of unsteadiness, which is not 
captured by any of the RANS computations [65] 
(see below). Second, eddy viscosity models use 
a single length scale to characterize the turbu- 
lence characteristics which, while valid for at- 
tached boundary layer flow, ceases to be eor- 
rect in the presence of separation bubbles. In 
addition, many eddy viscosity models use wall 
functions which lose their validity in the neigh- 
bourhood of 2-D separation and reattachment 
points. 

As far as the 3-D flowfield structure is con- 
cerned, primary separation is generally well pre- 
dicted whereas secondary separation appears to 
be very sensitive to the turbulence model and is 
not predicted accurately in most cases. 

For 3-D interactions, boundary layer profiles of 
pitot pressure and yaw angle are reasonably pre- 
dicted for weak interactions but accuracy de- 
grades as interaction strength increases. The 
concept of a triple-deck structure (described 
above) would explain the general insensitivity of 
the computed profiles to the turbulence model, 
since the middle deck occupies most of the boun- 
dary layer. 

Skin friction and heat transfer distribution pre- 
dictions are generally poor, except for weak in- 
teractions, and significant differences are evident 
between turbulence models. Differences of up to 

‘A notable exception are the predictions of Borisov et 

01. [62] and Bedarev et al. [63] for the 2-D compression 
corner using the k -Y model of Wilcox [64] which are in 
close agreement with the experiments of Zheltovodov. 

100% between experimental and numerical re- 
sults were obtained for strong interactions. 

None of the RANS computations captured the 
flowfield unsteadiness associated with shock 
wave motions observed in experimental studies, 
in particular for nominally 2-D interactions, and 
therefore no RANS computation was able to pre- 
dict the fluctuating aerodynamic and thermal 
loads. 

Ad hoc modifications of tubulence models such 
as proposed by Panaras improve the accuracy of 
numerical predictions, but the practical useful- 
ness of such approaches is limited because the 
modifications required are strongly model de- 
pendent. Nevertheless, such studies are useful 
insofar as they are physically based (e.g., the 
model of Panaras is based on the observation of 
a low turbulence region beneath the main vor- 
tex) and point out the deficiencies of standard 
models. 

The previous conclusions lead to the following 
recommendations for further study. 

For turbulent interactions, it appears nec- 
essary to develop large eddy simulation 
solvers, as only LES models will allow us 
to predict the fluctuating pressure and heat 
transfer loads which can be very significant 
in shock wave/boundary layer interactions. 

Grid adaptivity strategies based on reliable 
error estimates are essential to allow accu- 
rate and affordable shock wave/boundary 
layer interaction computations. 

In order to continue making progress in tur- 
bulence modeling for shock wave / boun- 
dary layer interactions, it is essential to ob- 
tain accurate experimental data for 

- flowfield Reynolds stresses, 

- flowfield turbulent heat flux 
- wall pressure and heat transfer fluctu- 

ations. 
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Figure 113: Spherical polar coordinates (from 

[W) 

A conical flow is a steady flowfield whose Carte- 
sian velocity components u;, static pressure p 
and static temperature T are invariant with 
radial distance from a common vertex [67]. 
Consider the spherical polar coordinate system 
(R,@,I$) shown in Fig. 113. Thus, 

aui z = 0 

ap z = 0 



where R is the spherical polar radius 

R = (z-+o)' t (y-yo)' + (~-a$ 

where (20, y,~, 20) is the Virtual Conical Origin. 
For the single lb, the VC0 is close to the inter- 
section of the fin with the flat plate. The veloc- 
ity, pressure and temperature are functions of 
the spherical polar coordinates 

p = tan-’ ((z-4/(z-4) 

4 = ta-’ ((Y-YO)l&ziRq 


