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OVERVIEW OF AEROSPACE VEHICLE COMPUTER APPLICATIONS

by
Dr. Richard K. Smyth, President, Ralph E. Manns Co. (USA)

Gordon H. Smith, Chief Scientist, Autonetics (USA)



SUMMARY

During the 1950's, many debates arose among the system designers of avionics for
aerospace vehicles on the topic: "should this function be mechanized with analog or
digital techniques?" The proponents of the digital mechanization side of the debate
won a few of the arguments and airborne digital computers were introduced. These
early applications of aerospace digital computers occurred only where accuracy of
computation was an overriding factor in the system design criteria. In all other
instances, analog mechanizations won hands down. Specifically, digital mechanizations
first proved desirable and feasible for performing the computations associated with
inertial navigation and guidance and for weapon delivery of free-fall ballistic
weapons. In the case of the third generation ballistic missiles developed in the
late 1950's, the flight control function rode along on the coattails of the inertial
guidance system and, thus, digital flight control systems were born.

During the 1960's, dramatic things happened to the technology of digital computers,
Microelectronic Integrated Circuits (MIC's) and microminiaturized magnetic core
memories were introduced. This new silicon technology gave birth to a new generation
of airborne digital computers which is characterized by low cost per bit, small volume
per bit, and small weight per bit of memory, and high speed. Typical parameters of
these computers are for a total machine cost of $0.20 per bit of programmable memory,
200 bits/in3, and 400 bits/oz or some 340,000 bits of memory in a one cubic foot
volume, weighing about 50 pounds. The tremendous computational capability of these
airborne machines made the many debates of analog versus digital computation obsolete.
In systems with complex mission computation functions, digital computation was much
cheaper than analog computation and that settled the debates.

This 1s not to say that the introduction of large capacity digital computers into
aerospace applications did not bring a number of problems., The problems of digital
computer hardware faded into the background to be replaced with new problems of using
the computers - how do you communicate with the displays, the actuators, the sensors
and the pilot; all of which are analog devices? - how do you program the computer to
do all the things you are now asked it to do? - how do you discover when the computer
is malfunctioning; before it causes a catastrophic loss of mission capability (or the
vehicle itself)? All of these problems had to be addressed and solved by the system
engineers.

The powerful vehicle-borne digital computers, coupled with the ingenuity of a new
generation of engineers raised on modern control theory, have made feasible the wide-
spread use of Kalman filtering applications to guidance and control. When
Dr. Rudy Kalman first introduced his optimum filtering concepts in the mid-1950's,
the computers required to implement the concept were almost too large to get in a
room - much less into an airplane or missile. Advanced computer technology has
changed all of this. The current MIC computers use only a small fraction of their
capacity of Kalman filtering and perform many other important mission functions as
well.

The new generation of solid state technology promises to introduce another round
of revolutionary digital hardware that will have as great-if not greater-impact on
systems mechanization as did the MIC computer. The metal oxide semiconductor (MOS)
devices are now being produced in production quantities. The MOS circuits will give
rise to a new round of debates for the 1970's - should we use general purpose com-
puters or special purpose computers? The answer shall be most probably that we
should use both. The MOS technology will make special purpose digital computers and
devices feasible that were not otherwise., For example, consider the impact on the
system designers thinking if 1024 bit MOS shift registers could be mass-produced
at $1.00 per device. This would make the cost of memory 0.l cents per bit! The
application of this type of memory to such functions as display scan converters and
radar doppler processing would result in many system breakthroughs in the area of
target acquisition systems.

The new computer technologies allow the system engineer to implement almost any
mission functions which he can conceive of limited only by the capabilities of the
sensors, displays, and human operators.



OVERVIEW OF AEROSPACE VEHICLE
COMPUTER APPLICATIONS

Dr. Richard K. Smyth

Gordon H. Smith
I. INTRODUCTION
During the 1950's, many debates arose
among the system designers of avionics for
aerospace vehicles on the topic: "should
this function be mechanized with analog or
digital techniques?" The proponents of
the digital mechanization side of the de-
bates won a few of the arguments and air-
borne digital computers were introduced.
These early applications of aerospace
digital computers occurred only where
accuracy of computation was an overriding
factor in the system design criteria. 1In
all other instances, analog mechanizations
won hands down. Specifically, digital
mechanizations first proved desirable and
feasible for performing the computations
associated with fire control, inertial navi-
gation and guidance and later for weapon
delivery of free-fall ballistic weapons.
In the case of the third generation
ballistic missiles developed in the late
1950's, the flight control function rode
along on the coattails of the inertial
guidance system and, thus, digital flight
control systems were born.

During the 1960's, dramatic things
happened to the technology of digital
computers. Microelectronic Integrated
Circuits (MIC's) and microminiaturized
magnetic core memories were introduced.,
This new silicon technology gave birth to
a new generation of airborne digital com-
puters which is characterized by low cost
per bit, small volume per bit, and small
weight per bit of memory, and high speed.
Typical parameters of these computers are
for a total machine cost of $0.20 per bit
of programmable memory, 200 bits/in3, and
400 bits/oz or some 340,000 bits of memory
in a one cubic foot volume, weighing about
50 pounds. The tremendous computational
capability of these airborne machines made
the many debates of analog versus digital
computation obsolete. 1In systems with
complex mission computation functions,
digital computation was much cheaper than
analog computation and that settled the
debates. In these systems which use high
capacity digital computers, system
designers found that the application of
the computer went far beyond the benefits
of accuracy. With all system data in
digital form, such mission functions as
mode switching, failure detecting and
warning, and status indication became
simple and inexpensive to implement with-
in the computer.

This is not to say that the intro-
duction of large capacity digital com-
puters into aerospace applications did
not bring a number of problems. The pro-

blems of digital computer hardware faded
into the background to be replaced with
new problems of using the computers - how
do you communicate with the displays, the
actuators, the sensors and the pilot; all
of which are analog devices? - how do you
program the computer to do all the things
you are now asking it to do? - how do you
discover when the computer is malfunc-
tioning; before it causes a catastrophic
loss of mission capability (or the vehicle
itself)? All of these problems had to be
addressed and solved by the system
engineers. These problems are discussed
in subsequent sections of this paper.

The earliest application of airborne
digital computers was in the early 1950's.,
The first digital computer to £ly was used
for fire control computations. It had
250 vacuum tubes and was four cubic feet
in size. The technology in two decades
has exploded to the point where a much
more sophisticated computer can be built
in a few cubic inches instead of a few
cubic feet. The impact of this galloping
technology can best be seen in Figure 1,
where computer characteristics are com-
pared on a per equivalent component basis
to get differing technologies into a common
basis. The chart shows that in the decade
between 1960 and 1970, the equivalent cost
of computers was reduced by a factor of
eight, the reliability was improved by a
factor of twelve, power requirements were
reduced by a factor of four, weight was
reduced by a factor of ten and volume has
been reduced by a factor of 100. These
significant improvements show the transi-
tion from vacuum tube to transistor to
integrated circuit technology. As startl-
ing as these improvements are, the projec-
tions for the next few years show that the
application of iarge scale integrated
circuits is going to double these gains
in many areas.

At the same time that the computer
technology was improving, one finds that
the actual size of the digital computers
did not change a great deal. The reason
for this apparent anomaly was that the
application of the computer to many addi-
tional functions was developing at the
same time, The early computers were
relegated to fire control functions or to
inertial navigation functions with some
possible steering and fixtaking capability
included. The next generation of computers
added doppler, doppler inertial, optimal
filtering, and deadreckoning to the navi-
gation function, added weapon delivery
functions and added sensor utilization
functions for pointing and designation and
also incorporated the necessary interfaces
with controls and displays for these new
functions. Since the system computation
became morc complex, sophisticated
executive routines and self-test routines
for both the computer and system were
incorporated.



The following generation of computers
will add radio navigation and more sophis-
ticated optimal filtering concepts in order
to optimally combine the information from
all navigation sensors. This next genera-
tion of computers will also be concerned
with the countermeasures function both for
threat identification functions and also
for selecting the most appropriate counter-
measures for the particular threats en-
countered. The integration of computer
technology will go much deeper into all
the facets of the system to include com-
munication, in-depth system testing,
damage assessment, premission planning
and postmission evaluation functions and
will provide sophisticated failure cir-
cumvention procedures., During the same
period of time as this third generation
of computer applications, special-purpose
capabilities are being expanded to include
multiplexing, digital filtering, and
learning and self-organizing functions.

The growth in vehicle-borne computer
requirements over a fifteen year period
in terms of input/output requirements,
memory capacity and computational speed
is summarized in Figure 2.

II. COMMUNICATING WITH THE COMPUTER
Everyone who has ever used a digital
computer for any purpose discovers the
"catch" with computers - it is communica-
tion. A computer is useless unless one
feeds it good data in a form it can
assimilate, extracts the data and trang-
forms it into a usable form to be used
by the system action elements. The com-
munication problem for aerospace vehicle
application has many facets including
analog to digital (and vice versa) con-
version of signals, protection against
spurious noise, protection against inad-
vertent short circuits, determination of
appropriate sampling rates, matching of
impedance characteristics, and detecting
errors during transmission of digital
information within the system.

The hardware required to perform the
signal conversion function for a digital
system can be as complex and as costly
as the computer itself., The conversion
requirements can be simplified if the
sensors, displays, and actuation elements
are designed to be compatible with digital
systems. The signals which require con-
version include D.C. voltage, A.C, voltage,
synchros, and digital discretes control
signals. The cost of the conversion equip-
ment is sensitive to the accuracy required
of the converted signal and to the specific
characteristics of the signals themselves.
It is a particularly gruelling task to
completely specify all signals and their
associated parameters., However, this is a
task which must be done early and must be
done before the signal conversion equipment
design can be completed., It is necessary

to specify a number of signal parameters
for each signal including voltage range,
phase shift, voltage reference, phase
reference, voltage drive power, and
required tolerances. Many of these para-
meters are not known or specified by the
equipment manufacturers.

A significant part of the signal con-
version problem is tying down the signal
interface definition including all signal
characteristics, Changes in the signal
characteristics have a significant impact
on the design of the conversion equipment
circuitry. Therefore, signal interface
control documents have to be developed and
imposed upon the egquipment manufacturers
to insure that changes are not indis-
criminantly introduced which would seriously
impact the accuracy of the system. Many
of the signal parameters are dependent
upon the electrical cable characteristics.
Therefore, it is important that the trans-
mission characteristics of the cable be
specified and controlled, including cable .
line impedance. The agency installing the
vehicle cabling must purchase cable with
the specified parameters controlled.

The system will normally include a
number of subsystems which transmit and
receive data in digital form., These sub-
systems provide the analog to digital and
digital to analog conversions internally -
within the subsystem. A convenient and
frequently used method of digital data
transmission is through the use of multi-
plexed, serial digital lines from the
sensors, displays, and actuators. Such
transmission can be by modulation of a
carrier or base band (dc) modulation.

The serial digital signal must be converted
to a form compatible with the computer
control processor. This conversion is
quite simple, however, It is important

in the transmission of digital data to
indicate to a computer complex that the
data it is receiving is valid and that
errors have not been introduced in the
transmission. Such indication can be
achieved by using a parity bit to indicate
that the data transmitted is valid. Other
codes allow error correcting.

The interface between the vehicle crew
and the computer is an important considera-
tion also, It is imperative that a simple
means be provided for the crew to communi-
cate with the computer, but it is equally
imperative that the computer memory be
protected against inadvertant erasures of
critical memory areas - particularly
those areas of memory containing program
instructions or stored, invariant para-
meters. There are a number of simple
memory protection tecchniques and one of
these should be used. The man-machine
interface should allow the aircrew to
enter mission dependent data in flight.
Also, the aircrew should be able to inter-
rogate the computer to obtain specific



information. Provision should be made for
the ground crew to enter specific mission
data through a ground prepared tape.
Typical data for a tactical avionic
system may include data such as the type
of munitions being carried for weapon
delivery computations, and the route
points, destinations, and targets for the
navigation computations. Normally, such
mission dependent data is so extensive
that it would be too time consuning to
enter the data manually. The implica-
tions for the equipment needed to prepare
the mission data tapes are apparent.

Future vehicle systems and subsystems
should be designed such that the require-
ment for signal conversion by the computer
complex is minimized. Conversion of
synchro signals is particularly costly
in terms of circuit complexity. The
design requirement for the future is clear
- eliminate synchros to the extent
possible and design the vehicle subsystems
such that all parameters are converted to
digital form and transmitted to the
computer complex in serial digital form.
ITI. PROGRAMMING THE COMPUTER
As the role of the vehicle-borne
computer expands, the task of producing
associated software in a manner responsive
to constantly changing flight requirements
increases in difficulty. Software pro-
duction on a tight schedule is possible
today only by employing large numbers of
people with no single person having a
detailed familiarity with the entire
program. Therefore, future research in
flight software development will be
directed at solving the enormous infor-
mation and communication problem which
necessarily arises from such circum-
stances.

Considerable emphasis is being placed
on the development of Higher order
languages to simplify the task of pre-
paring operational flight programs.
Although this should help solve an im-
portant aspect of the problem, no amount
of programming elegance can alleviate the
systems engineering task of assuring that
the software specification is complete
and accurate or that the documentation
is adequate, uniform, and readily under-
standable.

It is generally agreed that generating
the code for a flight program represents
only a small portion of the total develop-
ment cycle. The really difficult and
time-consuming job is program validation.
Since much of the validation task is
clerical in nature, high-speed digital
data processing can and should be more
effectively employed. Future requirements
will demand, for example, the development
of such ingenious tools as automatic pro-
gram analyzers to supplement the use of

digital and hybrid flight simulators.

In a vehicle-borne system, using
digital computers, the cost of the soft-
ware to implement the system functions
is a major system cost. Because of the
importance of the software, software
specifications must be written and change
control procedures utilized to assure
that the software production does what is
required and is adequately documented for
posterity. The need for these kinds of
controls and the increasing complexity of
the computer function in the system have
caused an escalation of programming costs
as shown in Figure 3. The shaded area
shows a tremendous variation in projected
software costs., This variation depends
upon whether or not implementation of
higher order languages similar to FORTRAN
or COBOL for the real-time vehicle system
computations is successful. If the past
process of instruction-by-instruction
programming is used, the cost will con-
tinue to escalate with the complexity of
the computation. If a higher order
language is successful, the cost curve
can turn down work and significant dollar
savings can be achieved.

Since higher order languages have been
developed for every major scientific and
business computer for the last few years,
one may ask: "Why have the aerospace
computers been so slow in seizing upon
the advantages of writing programs in
pseudo languages?" The answer is that
generation of higher order languages for

real-time processing is extremely difficult,
in order to be able to install

First of all,
a computer aboard an aircraft or a space
vehicle, stringent requirements have been
put on its physical size, its weight, and
the amount of power available. Conse-
quently, designs of these machines have
utilized the minimum practical number of
instructions which means that the inst-
ruction list is generally very simple.
Furthermore, the amount of memory capacity
has been limited to the minimum amount
initially forecast as required, plus a
safety factor so that very efficient
utilization of memory capacity is required
to implement the initially planned system
program. Typically, most vehicle-borne
computers have absorbed the safety factor
early in the development process and, in
fact, the program requirements usually
exceed the capacity of the memory by 25
percent or so at some point during the
development process. This phenomena
occurs since the programming job has
always been tougher than predicted and
people have always found a few dozen extra
things for the computer to do that were
not planned when the design was committed
to hardware. Consequently, a great deal
of effort goes into inventing clever
mechanizations so that everything that
ultimately is required can be squeezed
into the memory.



The second thing which makes higher
order languages difficult to implement
for real-time control functions typical
of aircraft and space vehicle applications
is the fact that the functions really are
real time - the computations are part of
closed loop control systems and all the
concerns for system stability, etc., must
be considered. Furthermore, various
functions must be performed within equal
intervals of time so that the numerical
integration processes for navigation, for
instance, can be performed successfully.
Typically, the programming complication
arises and is dompounded since, at the
same time that velocity is being inte-
grated to obtain position information,
radar pointing commands may be required
from the computer along with a still
different coordinate transformation which
generates a symbol on a headup display to
show the predicted target location
regardless of the attitude of the aircraft.
The real-time control aspects involved
with each of these types of functions
force rigid timing and sophisticated
executive functions to be implemented so
that every computation function is per-
formed within the time period which is
required. This whole timing process is
further complicated by the fact that a
man may flip a switch which regquires re-
scheduling to incorporate a new function
he has commanded with other functions
already in process. These timing require-
ments force very precise control of the
timing of every flow path through the
computer to be considered with every
practical combination and practical
sequence of functions to be performed and,
consequently, greatly complicate the pro-
graimming process,

A third factor which complicates
generating higher order languages for the
aerospace computers is the fact that the
technology has been galloping so rapidly
that any single computer developed may be
utilized in relatively few different
system applications before it becomes
obsolete and is superseded by a more
advanced unit. Consequently, it has been
less expensive to generate the programs
directly for each application than it
would be to generate a higher order
language and then apply it to a specific
application, Usually, any additional
application of the computer occurs after
the first application is too far underway
to consider generating a higher order
language even though savings in both
applications might have been made if the
effort had been started initially.

As a result of the above factors,
real-time aerospace programming is in
about the same state that scientific
programming was ten to fifteen years ago.
The number of skilled programmers is véry
small, probably only the order of not more
than 100. They are highly skilled inven-

tive programmers who because of the con-
straints imposed by aerospace computers
have developed sophisticated techniques
for squeezing the last bit of computa-
tional capacity out of the computers.

As new and more powerful flight com-
puter hardware is evolved, the logical
design phase must emphasize much more
careful attention to the associated soft-
ware problems than has been evidenced in
the past. For example, recovery from
intermittent hardware failures cannot be
left entirely to the software without
adding immeasurably to the problems of
insuring the integrity of the flight
program, One should give careful atten-
tion to the selection of the computer
instruction list so that a balanced
optimization is achieved between the
computer hardware and software tasks.

Iv. COMPUTER SYSTEM OPERATION VERIFICATION

There are several levels of computer
testing which are required in a system
application of digital computers. These
include premission testing of the computer
to verify that it is operating properly,
during mission testing of the computer for
identification of malfunctions which may
require circumvention techniques in order
to successfully complete the mission,
during mission use of the computer for
testing the operation ¢of other equipment
within the system, and finally, tape
verification testing which is used to
assure that the computer is performing
the proper computations at system level.
The first three elements of test occur
over the complete life of the system from
development through the operational phases.
The tape verification test procedure is
required during the development phase and
when any modifications are made to an
operational system,

The self-test procedure is used to
thoroughly exercise the arithmetic and
control registers, the memory section and
the input/output section of the computer
by executing all the instructions in a
variety of conditions in order to detect
malfunctioning components. The amount of
memory capacity required and the amount
of computational time required increase
significantly as higher and higher levels
of confidence that the computer is operat-
ing properly is required. This is shown
in Figure 4.

When there was just one computer aboard

a vehicle, the testing performed during
the mission was minimal since in most
applications very little could be done
except abort when a failure occurred.
However, as additional computers are
added, and reconfigurable organizations
are implemented, the computer test con-
current with mission operation activity
becomes significantly more important.



The prerequisite for switching to a backup
mode or alternate computation path is the
establishment that there is some diffi-
.culty with one of the computational black
boxes in the primary or current computa-
tional organization., This same prerequi-
site is required at the system level to

- select appropriate data from alternate

sensors which may provide similar infor-
mation. This system level function also
complicates the testing procedure. Current
applications may require 20 percent of the
computing capacity to be utilized for
mission oriented testing. Because the
great advances which are expected in self-
healing or self-reconfiguring system
organizations will further complicate
testing procedures, more significant
effort is to be expected in developing
mixtures of hardware and software
approaches to facilitate testing during
nmission execution.

In the early days of aerospace vehicle
computer applications, the tape verifica-
tion testing was a difficult chore and
methodology was developed to insure the
computer would operate in its anticipated
environment. It has become necessary to
simulate the dynamic data to be expected
in an operational vehicle with a static
computer system and verify that all of the
software paths operated in the static
environment as i1f they were operating in
a vehicle performing its various mission
phases. It has become necessary to use
auxiliary computers ~ sometimes analog,
sometimes digital, and sometimes both -
to simulate the dynamic environment and
it is necessary to simulate interfaces
and equipments which were not immediately
available to the computer integration job.

V. SYNERGISTIC COMPUTER APPLICATIONS

The powerful vehicle-borne digital
computers, coupled with the ingenuity of
a new generation of engineers raised on
modern control theory, have made feasible
the widespread use of Kalman filtering
applications to guidance and control.
When Dr. Rudy Kalman first introduced his
optimum filtering concepts in the mid-
1950's, the computers required to imple-
ment the concept were almost too large
to get in a room - much less into an air-
plane or missile. Advanced computer
technology has changed all of this. The
current MIC computers use only a small
fraction of their capacity for Kalman
filtering and perform many other important
mission functions as well.

A Kalman filter implements two
different functions. The first is a
statistical error analysis of the system
using all available a priori knowledge of
system error dynamics and error source
statistics. The second function is the
estimation of the system errors included
in the model using weighted observations

of some of the errors. The weighting
matrices required for the estimation
function are obtained from the error
covariance matrix computed by the error
analysis portion of the filter. In most
applications, part or all of the error
estimates are then used to correct the
system variables.

Kalman filtering has been used exten-
sively in aircraft navigation systems
which use a variety of navigator sensors
and fixtaking means. A Kalman filter is
simply a systematic way of mechanizing in
a computer the good judgment of a good
human navigator. The Kalman filter uses
measurements from independent sources of
reference information, estimates the pro-
bable errors from these sources, and then
weights the position from the references
inversely to the magnitude of the probable
errors, and finally makes the best esti-
mate of the position fix,

High powered airborne computers have
given a tremendous impetus to strapdown
inertial systems. The coordinate axis
transformations which are so easily
accomplished in the digital computer will
allow the elimination of the heavy, costly,
and, sometimes, unreliable electro-
mechanical gimbals of inertial systems,
With some additional advances in strap-
down sensors, the new generation computers
should make strapdown systems competitive
even in high accuracy applications.

Self-test and repair of computers is
an important function both for long space
probe missions and manned aircraft, The
specifics of such computer functions are
discussed in detail in subsequent con-
ference papers. The self-test and repair
function is performed at the computer
hardware level as well as at the system
mode level. Such mechanizations involve
functional redundancy which includes both
software redundancy as well as hardware
redundancy. In addition to self-test and
repalr applications for in-flight opera-
tion, self-diagnostic algorithms have A
been developed which provide for isolation
of failures to a replaceable module for
ground maintenance operations.

The conference papers discuss a number
of other imaginative applications of com-
puters to aerospace vehicles, including
nonlinear control algorithms, attitude
control algorithms, vertical velocity
obtained from Kalman filtering of baro-
metric and inertial rates of descent,
automatic flight control system computa-
tion, achieving a high degree of system
integrity through multiple subchannels
with switch-over in event of failures,
interfacing with small sensor computers,
self-organizing and learning algorithms,
interface with small sensor oriented com-
puters, and interface with CRT displays.
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A most important synergistic effect of
computer systems in aerospace vehicle
applications is the availability within
the computer in digital form virtually all
system parameters and variables such as
position, velocity, attitude, time-to-go,
angles and ranges from the vehicle to
targets as determined by sensors, and mode
status informations. The availability of
all this mission critical information
allows the synthesis of new mission modes
and functions to be developed after the
hardware is all delivered by changes to
software, The new computer technologies
allow the system engineer to implement
almost any mission function which he can
conceive - limited only by his imagina-
tion and the capabilities of the sensors,
displays, and human operators.

VI. OUTLOOK FOR 1970's

In looking forward to the application
of digital computing techniques, during
the next decade, we can see that the

- growth of applications will be even more
startling and more exciting than it was
in the last decade. The capability
inherent in the large scale integrated
circuit which allows thousands of active
devices comprising hundreds of logic
gates to be combined in a single circuit
device provides computational functions
at a cost ridiculously low when compared
with the last decade. Computers com-
parable in capacity with anything f£lying
today can be built in a size approximating
a large matchbox. Such computers will
require less than 10 watts of power and
be priced in the.range of the cost of an
automobile. Whether that cost is -that of
a Rolls Royce or a Volkswagen is yet to be
determined but, nevertheless, the cost for
computing capacity will be significantly
reduced.
low power and the low cost of this next
generation of computers will allow com-
puter organizations to be implemented
which formerly were impractical but highly
desirable., Computer organizations are now
practical which will allow each functional
area, such as navigation, or weapon
delivery, or countermeasures, Or Ssensor
processing to have its own dedicated
computation capability, and, consequently,
allow a digital black box approach to
system integration much in the same way
that analog black box systems were for-

- merly integrated. This provides the
software flexibility and precision of the
digital approaches to be combined with
the independency and simplicity of the
analog approach., Furthermore,. the sophis-
ticated processing which can be done with
computers dedicated to specific functions
may allow simplification in the sensor
hardware and may extract more useful in-
formation than was formerly possible.

In the early aerospace application of
digital computers, many kinds ‘of computa-

Furthermore, the small size, the

tions were processed through a single
arithmetic center because that was the
most economical way to do the job. As
the systems became more complex, the
software problem associated with running
everything through one funnel was diffi-~
cult. This, combined with the concern
that if a single computer failed, that
all capability in the system was lost,
led people into a multicomputer or multi-
processor organization so that some back-
up capability would still be available.
With the advent of the ability to use
many computers without exorbitant penal-
ties in cost, weight, power, or volume,
organizations with many processing paths
and ability to self-heal or reconfigure
around malfunctions will be not only very
attractive, but also very practical.
These kinds of organizations are essential
for the long term, deep space probe type
of missions requiring successful opera-
tions for years without interruption.

The application of large scale inte-
grated circuit devices will also provide
another direction to aerospace computing
in the next decade and that will be the
use of special-purpose computers coupled
into the sensing or display subsystems.
In fact, many of the old tradeoffs which
were made in deciding to go from analog
computing to digital computing techniques
will have to be re-examined to decide 1f
the function should be implemented in a
general purpose computer or if a few
special-purpose digital devices should be
used, Several companies have commercially
available circuits which provide a digital
differential analyzer integrator function.
These integrators can be interconnected
to provide coordinate transformations,
multiplication, division, and square root
functions, as well as the ability to be
interconnected to directly and continu-
ously solve differential equations. )
Another approach to special-purpose com-
putations provides circuit chips which
perform multiplication, addition, and
delay functions which can be intercon-
nected in such a manner to perform digital
filtering for either bandpass or notch
filtering, spectral analysis, difference
equation solution, match filters, radar
filters, digital flight control, and
other similar functions. Tradeoffs will
need to be made comparing the cost, flexi-
bility, computer rates, etc., for each
potential application before a f£inal
decision can be made. TIn any event, the
next decade will see applications of
digital computers and digital computing
techniques into areas that were impossible
to even contemplate in the last decade.
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TRENDS IN THE APPLICATION OF DIGITAL COMPUTERS TO GUIDANCE AND CONTROL

by

W.H, McKinlay, M.A.V. Matthews and R. Wright
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SUMMARY

This paper looks historically at the growth of the total guidance and control system requirement,
primarily in manned aircraft. It touches on Flight Control, the significance of displays as a man-

machine interface and the growth of navigation from a human operated task to one demanding processing
and automatic computation.

Having dealt briefly with specific aspects of these requirements which indicate advantages in
mechanising them using airborne digital computers it touches on the effect of progressing from analogue to
digital techniques.

Some of the system options available in designing a digital system for an aircraft are summarised and
machines which have been used in experimental work or as the basis for studies are described. The paper
deals with the problems of input and output control and describes the Ferranti "S" interface developed
for use with the ™ 1200 computer. Reference is made to the use of sensor processing techniques as
opposed to central computing. '
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TRENDS IN THY APPLICATION OF DIGITAL COMPUTERS TO GUIDANCE AND CONTROL

by

W.H. McKinlay, M.A.V. Matthews and R. Wright, Ferranti Limited

Introduction

In all areas of advanced technology there are two processes of evolution which can be viewed separately
but which interact to product what is sometimes called '"the state of the art'. The first is the growth
of operational needs which present problems requiring technical solutions. The second is the evolution
of the technologies available to meet the needs. Neither of these two processes is continuous and their
rates of progress do not match. To some extent they proceed independently, becoming locked together
whenever a major project results in their implementation as hardware.

If they are mismatched, for example if an operational requirement more exacting than the available
technologies is tackled or if the technologies are applied without due regard to the operational require-
ments the result is an unsatisfactory equipment or system. Clearly the problem becomes even more
interesting if there is a sudden spurt in the operational or technological areas. It is for this reason
that the present increasing application of digital computing techniques to guidance and control is of
particular interest. There has been a massive spurt forward in technology and whereas many operational
problems were unsolved 20 years ago because adequate technologies did not exist the problem now is often
the reverse. It is necessary to decide very precisely how to use powerful digital techniques to solve
operational problems if systems are not to become too complex and too expensive. To some extent the
question is not "how much should we do' but '"how little must we do",

The advent of digital technology has been accompanied by a rapid development of microminiaturisation
and integrated circuit techniques which have the potential to lead to much higher standards of reliability
than were available a decade ago. This feature, together with the trend to approach problems of safety
or mission accomplishment in statistical terms, is leading to a much more sophisticated approach to the
problems of redundancy and reversion in system design. The aim of this paper is partly to look at some
of these general trends and partly to illustrate them by reference to techniques and equipments which are
available today and which can serve as examples around which to illustrate some of the points made.

Growth of Operational Requirements

The aircraft is the first vehicle available to man which is capable of freedom of movement in three
dimensions anywhere over the surface of the earth. In the early days of flying this fact was appreciated
because it was at the centre of the dominant problem of achieving adequate manual control. The early
European pioneers favoured an inherently stable aircraft which tended to fly straight in level without
human intervention but was relatively unmanoeuvreable, and all their efforts were aimed at imparting
increased manoeuvreability. In contrast the Wright Brothers had realised from the start than an aircraft
which was basically unstable had much greater potential freedom of manoeuvre provided that adequate
flying controls could he developed and full use made of the potential skill of the human pilot. That the
Wright Brothers had made a correct judgement was apparent when their aircraft was first demonstrated in
Furope and it was realised that they had succeeded by solving a basic problem which is still at the heart
of all new developments in aviation: the man/machine interface.

The basic information required for control was primarily visual, full use being made of the human
beings ability to detect both position and rate of displacement relative to a visual horizon. Gradually
flight instruments were developed to provide longer term references and eventually these advanced to the
stage at which sufficient redundant instrumental information was available for manual flight without an

- external visual reference. At the same time aircraft designers concentrated on producing adequate
control characteristics by tailoring the design of their aircraft to meet handling requirements which
were based primarily on historical knowledge of pilot skill.

The idea of using instrumental and control engineering techniques to increase the stability of an
aircraft while preserving its manoeuvreability appeared quite early in the history of aviation and there
is in our company archives some interesting correspondence between our founder, Dr S.Z. de Ferranti, and
some of the early Buropean aviation pioneers. In general the idea of using gyroscopes and other devices
failed to catch on and a common response from the aircraft constructors was that they were too busy making
aeroplanes to consider such developments,

Ultimately as the range and endurance of aircraft increased the problem of pilot fatigue and the
necessity to reduce workload emerged, with the result that the Automatic Pilot was developed. The
technologies were not very advanced but they had had to await the appearance of an operational need
created by increased aircraft performance.

In those early days navigation was akin to the marine art of pilotage. It was concerned largely with
map reading and the use of local knowledge. As aircraft flew longer distances and in particular as
Trans-Oceanic flights were attempted the traditional techniques of marine navigation were adapted to aerial
use. Long range navigation was as much an art as a science and was based on a combination of dead reckon-
ing with discontinuous position fixing provided by astronomical and other means. Navigation was traditional
guidance was provided by basic flight instruments and short term control characteristics were a function of
the aircraft's characteristics. There was very little integration between these areas except as provided
by the human operator. °

Clearly any successful integration of navigation aids and automatic flight control depended con the
transmission of information round the aircraft and had to await the application of electronics. The first
electrical autopilots capable of accepting guidance inputs became available during the Second World War
and subsequently, and had been preceded by the first navigation aids to produce electrical outputs defining



the deviation from a planned track. The ILS system was one of the earliest examples.

With the appearance of electrical technology and primitive analojue computers it became possible to
tackle some of the more difficult operational problems which had hitherto been unsolved. These
include:-

Precise all-weather navigation for civil aircraft in a defined air traffic control system.
All-weather long range navigation and target-finding capabilities in military aircraft.

Accurate automatic flight control capable of flying the aircraft along defined paths in
space without frequent pilot intervention.

Operations in increasingly lower weather minima.

In the 1950s the need to solve these problems more effectively and the advent of much faster aircraft
with much more sophisticated operutional roles led to a further important landmark in the development of
operational requirements. Up to that time navigation, guidance and control systems had been required
to carry out tasks which would normally be within the capability of the human pilot given sufficient
information. As confidence in the new technologies developed operational requirements emerged which
were beyond the ability of the human operator but capable of solution by electronic means, the most
notable of these being automatic landing in conditions of extremely low visibility. This led to a new
concept in the use of redundancy in aircraft systems. Whereas redundancy had previously been provided for
use at the pilot's discretion it now became necessary to develop systems which would' themselves handle
failure modes and reversionary procedures following failures and this is exemplified in the various
configurations of failure survival autopilots.

In the military field a parallel situation exists in the use of terrain following radars for low level
flight, where equipment failures can create hazards which cannot be contained by the human pilot.

It is interesting to note that nearly 50 years elapsed from the early days of aviation to the wide-
spread acceptance that instrumental and control engineering techniques could be used as an essential part
of the basic airframe in order to impart the required handling characteristics. It took the advent of
the swept wing high subsonic or supersonic aircraft to gain full acceptance of autostabilisation as a means
of creating acceptable handling characteristics, and even now the use of electrical control signalling in
conjunction with autostabilisation is only just being recognised as a valid solution to handling problems
which would otherwise involve unacceptable penalties in structural weight or mechanical complexity and
reliability.

At the same time the appearance of systems carrying out tasks clearly beyond the capability of the
human operator has refocused attention on the man-machine interface, the significance of which was
originally recognised by the Wright Brothers. The contrast is that the interface is becoming much more
complex as electronics are deployed to permit aircraft to carry out more complex missions or operate in
more complicated environments such as the ATC systems which we expect to see in the 1970s and the 1980s,

Evolution of Technology

From the days of the first electronic and electrical autopilots the gains achieved by improving
technology were primarily in terms of increased performance and lower weight and volume. It was some
time before the operational requirements and the complexity of the systems reached a level at which
technological deficiencies became a major source of embarrassment. However by the late 1950s a number
of recurring problems had appeared, including among others:- ’

The difficulty of filtering noisy radio guidance inforﬁation without introducing system lags
having comparatively severe operational penalties.

A tendency for complex systems to impose a heavy workload on the crew because much of the
logic in mode selection between one flight phase and another had to be supplied by the
human pilot.

An inability to solve the navigation problem satisfactorily because the nature of the
computations involved made any available computers complex and unreliable.

An increase in complexity in automatic pilots due to the need to employ such techniques as
gain scheduling or disturbance compensation in order to achieve precise performance.

The difficulties of méchanising multiple redundant failure survival automatic flight control
systems in the presence of the high drift and tolerance levels generated by analogue compon-
ents in an airborne environment.

The heavy maintenance load imposed in complex analogue systems because of these drift tend-
encies and their inherent unreliability.

The excessive cable weight associated with intégrating analogue equipments which were
fundamentally incapable of employing multiplexing or wire sharing techniques without undue
complexity and unreliability. ’

The need for excessive amounts of flight test time to optimise analogue flighf control systems
and the difficulty of incorporating modifications to control laws found necessary during
development.



The appearance of the digital computer in a form suitable for airborne use occurred at a time when
these technical problems and growing operational requirements threatened to produce a plateau in the
development of guidance and control systems. With hindsight it is possible to see that the potential
of the digital computer was oversold in its early days. For example its reliability was not as great
as had been predicted in some quarters and some of the early systems proposed were much more expensive
than their analogue counterparts, although at their initiation the reverse claims had been made.

The claim that problems of system optimisation and modification could easily be dealt with because of
the flexibility of software was not as well founded as it at first appeared to be, and evidence to this
effect exists in all the systems which ran out of computer capacity or suffered severe development delays
because of the need to compress, optimise and modify computer programmes.

The imposition of digital techniques in systems having analogue sensors and displays resulted in a
multiplicity of input-output functions and severe complexity in an equipment area which was still
fundamentally analogue. However with the appearance of 2nd, 3rd and 4th generation digital systems and
the accumulation of experience in their development problems the full benefits of the change of technique
are now from time to time realised, particularly if operational requirements are scrutinised and adjusted
to match the technology. Certainly one particular problem area has benefited immediately from the
proper application of digital techmniques: aircraft wiring has been greatly reduced and maintenance and
reliability problems have been alleviated.

Computers for Navigation Guidance and System Integration

It is interesting to compare the developments in airborne computing to the evolution of digital
techniques in other areas such as business data processing, weapon control systems and air traffic control
systems, Here the general purpose computer has become the main tool for computation, data manipulation
and decision making and its versatility and flexibility has allowed the development of systems that would
not otherwise have been practical. The digital technology has extended to areas outside that of the
initial application. The trend is now clearly towards integrated aircraft digital systems which will
themselves be integrated, via digital communications systems, with ground based digital air traffic control
and airline management systems.

In designing a digital system in an aircraft many choices are open including extreme alternatives and
intermediate solutions. These choices include:-

Special Purpose Computers General Purpose Computers
Distributed Computation Central Computation

Sub-system isolation System integration

No reversionary facilities Full reversionary facilities
Analogue data transmission i Digital data transmission
Individual signal paths Signals multi-plexed

Variable program storage Fixed program storage

Short word length Long word length

Fault detection by hardware Fault detection by software
Machine code programming High level language programming

A number of these choices will be treated in depth in later papers. Within the Ferranti Company
three computers have been developed for use in airborne systems. Although each of these machines has
arisen mainly as the result of historical events and marketing necessity in different Departments of the
Company, they do offer complementary characteristics and ranges of potential applications, and serve to
illustrate different choices between the parameters listed before.

All of the computers use integrated circuits. The first to be developed was the ARGUS 400, and we
believe it to be the first micro-miniature airborne computer to be designed and developed in Europe.
It is basically a re-engineered version of the earlier ARGUS general purpose computers, initially developed
for the control of the BLOODHOUND missile. It is a 24-bit, "one and a half" address machine using a
serial arithmetic unit and a ferrite-core memory operating in the parallel mode. The speed of the store
is not fully used by the computer, and the resultant waiting time is utilised by allowing direct access to
the store for input and output without loss of computing speed. The computer also has facilities for
directly addressing input-output by program. Some applications of this computer will be described later,
but it is of interest to note that its main airborne application has been in experimental navigation systems.
This confirms our view that a 2Uk-bit data word is sufficient for most navigational systems, and illustrates
the flexibility of using a variable program store. In these applications protected volatile program
storage appears to have been satisfactory.

A more recent development is the ™M 1200 computer. This machine is particularly interesting because
its design originated from a proposal to meet the B.S.R.O. requirement for a data handling system for the
large Astronomical Satellite (L.A.S.),(see Ref.1). One of the requirements of the system was that it
should have an operational lifetime of about one year. Consideration was given to achieving the required
reliability by introducing redundancy at the logic element and also by using error correcting codes. It
was eventually decided that the most appropriate arrangement consisted of duplication at the sub-system
level, so that in-flight repair could be effected by reconfiguring the system under the control of a
ground station. The switching elements used to select sub-systems for service used quadded-logic. The
proposed system containing two computers, two input-output sub-systems, two power supply units, eight blocks
of core-store and an unduplicated, but internally redundant, switching unit controlled by a redundant tone
digital command system. With this arrangement it was predicted that faults could occur which would degrade
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the system, but that there was a reasonable probability (0.89) of having a minimal useable system after
one year's life.

The computer proposed was a small G.P., single address machine, operating in a serial-parallel mode.
It had a word length of 13 bits. A short word length was desirable in order to minimise hardware, and it
appeared that at least 12-bits were required to specify an efficient instruction code. The data word
length used in associated scientific experiments was to be 13%-bits, including parity, and so this word
length was adopted for both instructions and data. It is worth commenting here that the adoption of
standard word formats for ground-to-air data links might have a similar effect on the choice of word length
for future airborne computers. The design was based on low-power T.T.L. logic. The central processor
design used some 280 integrated circuit flat-packs, and was estimated to weigh 3 Kgms and have a power
consumption of 5 watts. The speed of a basic instruction, using a 1 micro-second beat and an 8 micro-
second store cycle time, was about 36 micro-seconds. This was adequate to deal with the estimated
computing load of 20,000 simple orders a second.

In the L.A.S. study the achievement of reliability and power consumption targets presented the greatest
difficulty; the achievement of acceptable weights, costs and computational speed did not appear to be
difficult.

Although the L.A.S. project was not funded, the study of a number of new aerospace and :control projects,
including jet-engine control and the ARINC 561 Inertial Navigator, indicated that there was a need for a
small cheap and reliable computer with similar facilities to those of the L.A.S. machine, but with a higher
computing power.

A minimum hardware solution and short word length were still acceptable and were desirable, not only
to achieve high reliability, but also low cost.

The word length was reduced to the more conventional length of 12-bits, but the design included features
to facilitate multi-length working. The required increased computing power was achieved by adopting fast
T.T.L. logic (Ferranti Micronor 5), an existing fast (1 microsecond) core-store, a more powerful function
code (including hardware division) and a parallel arithmetic unit. Simple orders are executed in about
4 microseconds and multiplication in 14 microseconds. The central processor unit comprises some 360 dual-
in-line elements and occupies 10 cms length of a #ATR box.

The M 1200 computer has been used as the basis of a number of studies of aircraft systems, including
engine control in multi-engined aircraft and advanced military navigation and attack systems. In general
in these systems, where the computing capacity of the machine has been approached, it has been advantageous
to use multiple computer systems in order to provide reversion. These studies have also indicated that
2h-bit computations are adequate for navigation, and that there is not significant reduction in the
proportion of double-length working should the machine word length be increased to 16-bits.

For a number of applications the ™ 1200 is now heing offered with semi-conductor memories, both for
fixed and volatile storage. This gives a common technology with the central processor, and avoids the
difficulties of operating a fast ferrite-core store over a wide temperature range. The use of fixed-
storage for program allows the G.P. computer to be dedicated to a particular application, and makes it less
vulnerable to catastrophic failure as the result of transient noise.

However, available fixed storage elements require the contents of the memory to be determined during
the manufacturing process, so that re-programming of a fixed semi-conductor store can be expensive and time
consuming.

The third Ferranti Computer is the DISC machine (DIgital Sensor Computer), which belongs to the class
of small processors associated with a single sensor and is the basis of a paper by Mr K.R. Brown which will
be presented later in the session, The machine was designed initially as a special vrocessor for use in
I.N. systems, and with a view to exploiting an available hybrid thin-film technology. For the application
a small fixed-program store and a moderate computing speed were acceptable. However precision arithmetic
was considered essential. The machine uses an 8-bit instruction word and can perform 16-bit and 32-bit
computations. It was originally designed to operate with a fixed sequence of orders, but the order code
has since been made more flexible, and in particular now includes jump orders. This has enabled the
machine to be more generally applied to sensor and sub-system applications. When used in I.N. systems the
computer has a restricted capacity for other tasks. :

In addition to the development of these computers Ferranti has acquired experience of the integration
of digital computers into systems through two experimental flight programmes. The first of these involved
the use of ARGUS 400 as what has since come to be called an area navigation computer. The system was
designed to receive inputs from Doppler, heading, inertial, air data, VOR/DME and hyperbolic sensors and
to provide present positions, steering and data link outputs. The pilot interface was a small control
panel having numerical readouts with switches and keys for mode selection and data input. The equipment
was flown on an evaluation basis in a B.0.A.C. VC 10 aircraft in regular service.

The second programme involved flying a version of the Automatic Chart Display originally developed for
the Concorde prototype in a Comet operated by the A. & A.E.E., Boscombe Down. The computer in this system
was originally intended to interface the A.C.D. with the comprehensive data system in the Comet and its
task was conceived as being mainly co-ordinate conversion from latitude and longitude to film co-ordinates.
Since the computing task was considered to be too insignificant to justify use of an ARGUS 400, and since
the FM 1200 was not developed at that time, it was decided to use a small American computer, the Bosch
Arma Micro-D. This machine is particularly compactly constructed and its use enabled all the electronics -
computer, I/0O and power supply to be packed into a 1ATR unit (7" x 12" x 9" approx.). Eventually, because
of problems in interfacing with the aircraft data bus, and because of the desire to demonstrate and evaluate
a large number of operational modes, it was decided to interface the computer directly with air data
compass, I.N., and Tacan, and to expand the computer programme until it,too, performed many of the functions
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of an area navigation system. This system was also flown successfully and demonstrated on a number of
occasions in the U.K., Europe, the U.S.,A. and Canada.

Input-Output Control

The demands of present systems on the input-output speeds and organisation are not usually critical,
but requirements are bound to be increased, for example by the use of electronic displays and on-line
signal processing.

In some simple systems direct programme control of input and output is acceptable, the main programme
effectively stopping while the full input or output sequence is completed, this sequence being intimately
connected with the timing of the processor and its programmes. Alternatively service by the central
processor can be requested by a peripheral device, the normal programmes being interrupted to service the
programmes required by the peripheral (Programme Interrupt). This system requires a method of allocating
priorities if more than one peripheral can bid for the computer at the same time. These approaches were
generally adopted in early system applications, in which designers, impressed by the power and flexibility
of the new digital computer and by the economics of scale obtainable by maximum use of it tended to put as
many functions as possible into the programme, which as a result became deeply involved in the physical
functioning of the peripheral sensors, For example, the computer was used to complete the display servo
loops in the experimental chart display system previously referred to. While systems designed on this
principle can be and have been made to operate successfully, grave disadvantages have been met with. In
the typical instance where development of computer software and peripheral hardware proceed in parallel,
the problems thrown up in one area will react on the other. The same applies to any changes in the
operational requirement. The effect on software development can be particularly bad. As successive
modifications become necessary, programmes are altered, rearranged and patched. Under pressure of time,
each modification is made not in the most efficient way, but in the way which'can be made to work in the
shortest time. Soon the available storage becomes full and further modifications are needed to make more
space. These may well react in unpredicted ways on other previously satisfactory parts of the programme.
Multiple programme interrupts for input/output can be a frequent source of trouble, leading to interactions
which are often difficult to recognise and put right.

As a result of these experiences several trends have emerged, all tending to divide the overall system
into a number of simple clearly understood sub-systems each having a well-defined interface with the rest
of the system. These interfaces are also designed not to require tight synchronisation. Thus there is
a tendency to isolate development problems to a particular sub-system. The following are typical of
these trends:

Sensors are becoming more self-contained and less dependent on a central processor for control
(e.g. thes new Ferranti chart display has self-closed loops).

Standardised interface formats are being adopted (e.g. the ARINC 561 and 575 serial formats).
In some cases small digital processors are dedicated to one or a small group of sensors.

A further type of input (Data Interrupt) allows a peripheral to cause the computer to hesitate in its
normal sequence while the peripheral has direct access to the computer store. Where more than one block
of storage is fitted, it is possible to arrange a system whereby the peripheral can access a store block,
locking out the computer from that particular block (Forted Storage).

An example of an advanced input/output system is the Ferranti 'S' Interface, which has been developed
for use with the ¥M 1200. This enables the computer or the peripheral to initiate the transfer of single
words or blocks of words from the computer store. The transfer takes place serially between the buffer
register in the computer C.J.Z. and the peripherals, the buffer register being loaded or unloaded from
the store by a parallel-transfer Data Interrupt. At the termination of a sequence of transfers a Programme
Interrupt can be initiated for the data to be serviced, but until this happens the transfer proceeds effect-
-ively independently of the computer. The rate of serial transfer over the peripheral-computer highway is
dictated by the peripheral and can be at a peak rate of up to 8 megabits a second.

Programming and Higher Level Languages

The programming of computers for dedicated airborne applications involving small amounts of storage
(e.g. 4000 words) can be adequately performed using efficient assembler languages, although it is often
more convenient to simulate the airborne computer on a larger ground-based computer system, which need
not have the same machine code. By this means the computer programmes can be developed using a simulated
input/output enivronment. For large systems, such as that for a maritime reconnaissance aircraft, the
use of higher-level real-time languages can probably be justified.

Future System Configurations

The range of machines and peripherals now available for airborne systems has greatly multiplied the
number of optiens available in determining a system configuration. The following are some of the
variables to be considered:-

The complexity of the most significant operational tasks to be undertaken, the processor power
required and the number of data sources to which the computer must have access.

The cycle time requirements, related to the bandwidth requirements of the overall loop in
which the computer appears.



The operational requirement in the event of failure: failure survival, performance degredation
acceptable, reversionary operational mode acceptable, increased crew workload tolerable.

The extent to which the operational tasks can be carried out automatically without human
intervention as opposed to those which involve a high degree of discretion of decision making,
and hence more powerful displays and means of manual access.

The extent to which library data must be stored, whether it requires to be updated frequently
and whether it must be accessed rapidly. The requirement or otherwise for it to be accessed
by the crew before being used by the computer,

The extent to which library data must be stored, whether it requires to be updated frequently
and whether it must be accessed rapidly. The requirement or otherwise for it to be accessed
by the crew before being used by the computer. ’

Two extreme examples will serve to indicate how these factors can influence the choice of a system
configuration. )

A commercial aircraft navigating in a complex controlled air space in the 1970s and 1980s will carry
an area navigation system which will be duplicated in the interests of safety. The bandwidth required
in the outer navigation loop is such that a comparatively low computation speed is acceptable provided
that any comparatively simple guidance computations imposed on the computer can be carried out rapidly
enough. For the crew the operational problem will be to comply rapidly with air traffic control
instructions and clearances which can involve choices between a large number of available options over a
complete route network. For example up to 20 standard arrival or departure procedures could be
associated with each major terminal airport. The workload associated with terminal area navigation is
at its highest immediately after takeoff and during the descent and final approach when other sources of
workload in the cockpit also reach a peak. Such a system will therefore impose heavy demands in two
particular areas: the storage of large amounts of data in a cheap back-up storage medium and the provision
of displays permitting the crew to access and inspect the data before using it for flight control purposes.
It is probable that this requirement for the crew to monitor the computer's operation fully will persist
when the A.T.C. system itself is largely automated and clearances are transmitted to the aircraft through
data link.

Such a system is therefore likely to consist of two moderately powerful general purpose computers with
large capacity back up stores and electronic displays. For pilot orientation purposes separate displays
capable of conveying position and orientation data unambigiously are also a requirement and it is probable
that the projected moving map using microfilm storage will become a standard flight instrument for this
purpose, since the data stored in it is independent of that stored in the computer system and can be used
to cross check it. :

In contrast there will be a continuous requirement for high performance military aircraft having low
cost easily maintained systems capable of continued operation following unserviceability or battle damage.
These aircraft will carry comparatively complex sensors such as inertial platforms, air data sensors and
multi-mode radars, each of which has a processing requirement. These requirements will probably be best
met by small rugged fixed programmes dispersed computers such as DISC or its successors. Whether or not
a more complex general processor or processors are carried will depend largely on the operational role,
the weapons used and the extent to which the crew require assistance in their deployment and operation.

Finally a large complex military aircraft employed on maritime reconnaissance or as an airborne command
post may require central computers much more powerful than any at present in service.

Reference 1: J.E. Remmington, R.A. Willjams, R.E. Wright "The outline of the Ferranti data handling system
proposed by the Sub-Aviation Group for project L.A.S.". Proceedings of the 1968
International Colloquium on Aerospace Computers in Rockets and Spacecraft, published by the
Centre National D'Etudes Spatiales, Paris.
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SUMMARY

The tasks of the data processing equipment in advanced navigation systems for
aircraft are vastly increased as compared to conventional systems in use today. Major
tasks are processing of different sensor information, solution of navigation equations,
optimal use of redundant data by filtering and estimation, automatic mode control, mal-
function detection and isolation. These tasks are described to some detail and possible
hardware solutions are discussed.
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1. INTRODUCTION

Most military aircraft operational today carry only one means of navigation. This may be an iner-
tial navigator, a Doppler radar, or radio position fixing devices. Sometimes two different and independ-
ent systems may be available to the pilot. The basic configuration of such systems is described in Sec-
tion 2. The main task of the computer is to process the available sensor data through a set of navigation
equations to come up with the required navigation information.

The next generation of navigation systems for military aircraft will undoubtedly be much more com-
plex in order to meet the stringent requirements in performance, reliability and availability. These sys-
tems, as described in Section 3, will include an inertial platform, a Doppler radar, means for position
fixing, and back-up devices such as air data unit, magnetic compass etc. These sensors provide re-
dundant data to the computer, and the optimal use of all the available information is a much more com-
plex task than the mere solution of ‘a set of navigation equations in conventional systems. In addition,
the different sensors allow a series of emergency modes which must be performed and controlled by the
navigation computer. Additional tasks such as automatic upmoding and downmoding, fault detection and
fault isolation, display and output computations etc. are required from the data processing equipment.
Section 4 presents the details of these different tasks.

A summary of the multitude of tasks of the data processing equipment for advanced navigation sys-
tems is given in Section 5. Possible hardware solutions are outlined. Digital computers available today
or under development are able to meet the requirements, but an optimal configuration is not easy to
find, Although the navigation system is only a subsystem of the whole avionic system of the aircraft,
the multitude of tasks for the data processing equipment of this subsystem alone makes the decision of
federated vs. integrated design a vital question.

2. COMPUTER TASK IN CONVENTIONAL NAVIGATION SYSTEMS

For comparison, the task of the computer in conventional navigation systems will now be described.
A pure inertial system is used as an example, but the basic configuration, as shown in Fig, 1, is the
same for other systems, too, only the navigation equations are different.

COMPUTER

S~ position

sensor sensor data - | navigation data velocity
input SENSOR V) COMPUTER CONTROL > ocientation

: & etc.
=
( acceleration) (1MU) sensor control INTERFACE control signcis DISPLAY C: control
(a ¢) initialisation activity

x
Fa
RN

external data
input & output

Fig. 1: BLOCK DIAGRAM OF A CONVENTIONAL NAVIGATION SYSTEM

The system consists of the sensor unit, in this case an IMU, the computer including the necessary
interface, the display and control unit, and the power supply. In case of a Doppler system, the sensor
unit includes the Doppler sensor and a heading reference.

The function of such a system is very straightforward. The system is turned on through the control
unit. After proper warm-up, the platform is aligned to its desired orientation. This mode is controlled
by the computer through a set of alignment equations. Inputs to the computer are accelerometer signals,
and outputs are the torquing rates for the platform. After proper alignment the mode is switched to the
main or navigation mode by the operator.

The computer task during the navigation mode can be described according to the block diagram in
Fig. 2. The outputs of the IMU are measured accelerations in form of velocity increments. These ve-
locity increments must be multiplied by proper scale factors and compensated for known biases, gravity,
and coriolis accelerations etc. to determine the velocity increments in a navigation coordinate system.
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These increments are then integrated for velocity and a second integrator provides position informa-
tion. Additional compensation may correct for the ellipticity of the earth, if necessary. Torquing rates

for the platform including compensation signals for fixed gyro drift and earth rotation are calculated
from position and velocity information.
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Fig. 2: SCHULER-TUNED INERTIAL NAVIGATION SYSTEM

As indicated in Fig. 2, inputs to the computer during the main or navigation mode are sensor data
in form of velocity increments, and the outputs are position and velocity information to the control and
display panel, and rate commands to the platform. The computer tasks as described above can be ex-
pressed in a set of navigation equations which must be processed at a relatively high rate (5 to 30 times
per second). These equations can be expressed by linear differential or algebraic equations and are suit-
able for analog and digital computing techniques,

The computer hardware available for these tasks today can be put into four categories:

® Analog Computers

e Digital Differential Analyzers (DDA)

e Special Purpose Whole Number Computers
® General Purpose Computers

Analog computers gradually disappear and do not need to be considered further. All three digital com-
puter types have their special advantages and disadvantages and the best solution depends on the re-
quirements of a particular application. )

The DDA is best suited for solving the navigation equations especially for a pure inertial system,
because it computes incremental changes to quantities rather than whole values of quantities themselves.
New LSI circuits are especially suited for DDA's and allow new designs. The biggest disadvantage of a
DDA is its poor flexibility, especially if additional tasks are required.

Special purpose computers are of increasing importance through the use of read-only-memories.
They present a good solution from a cost-effectiveness point of view in cases where the computational
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problem is clearly defined at the beginning.

General purpose computers were reduced in size, cost, weight and volume during the past few
years through the use of microelectronics, and so-called single task GP computers are coming into
use. Their prime advantage is their flexibility when the computational requirements are changed.

3. CONFIGURATION OF ADVANCED NAVIGATION SYSTEMS

Next generation navigation systems for aircraft will certainly combine a multitude of sensors to
meet increased requirements in accuracy, reliability and availabilfty. A typical configuration of such
systems is shown in the block diagram of Fig. 3. The central unit of the system is the data processor
or navigation computer whose inputs are supplied by a series of sensors shown on the left hand side of
the block diagram. The navigation information is made available through output and display units as
indicated on the right hand side of the block diagram. Only the flow of navigation information is shown
- in Fig. 3, while control signals are not detailed for reasons of clarity. The processing of control sig-
nals such as self-test information is also part of the computer task.

SENSOR
SENSOR ELECTRONIC . DATA PROCESSING INPUT AND OUTPUT
EQUIPMENT . EQUIPMENT EQUIPMENT
velocity increments navigation data
8V, 8Vy, avz
ro torquing signals syst status
MU IMU ELECTRONICS o2l =208 59 yelem slaly CONTROL AND
Wig, Wyg, Wag
control _and BITE data input
signals DISPLAY UNIT
[ heading and attitude mode control
, angels  §
g1 _
velocity Vo, Vb, V¢
DOPPLER RADAR OOPPLER RADAR g
land/sea availability NAVIGATION navigation data
ANTENNA ELECTRONICS | control and BITE COMPUTER correction  signals
singnals [ - MAP DISPLAY
' 8R control _and BITE
' ’ (Central unit signais
heading angle
HEADING AND - PLATFORM memory and
ATTITUDE roll and pitch angle interface unit )
REFERENCE . navigation data
PLATFORM ELECTRONICS control _and BITE
signals ] enerno! inputs OTHER
AVIONIC
distance and bearin;
. SYSTEMS
RADIO NAVIGATION { RADIO NAVIGATION . "
time differences
ANTENNA RECEIVER
control and BITE
station selection
static  pressure ps
" AIR DATA AIR DATA .
dynamic pressure pd,
SENSOR ELECTRONICS
emperature &
AUXILIARY SENSOR AND BACK-UP SENSOR INPUTS

Fig. 3: ADVANCED NAVIGATION SYSTEM (MULTISENSOR SYSTEM)

Any particular system may not necessarily contain all of the units shown in Fig. 3, but this will
not change the computer task significantly, as long as redundant sensor information is available and
must be processed in an optimal sense.

The different sensors, their measured quantities and their possible outputs and inputs are now
described. .

® Inertial Measurement Unit (IMU)

The inertial platform is stabilized in a known coordinate frame and measures acceleration along
platform axes. Partial integration is accomplished in the platform electronics.

Available outputs: velocity increments AV in platform coordinates x, y, 2

orientation angles 61 (usually analog)
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Required inputs: gyro torquing rates w _ for platform orientation-(usually in digital form
as angular increments® s & 1)

Control signals ready signals - depending on temperature, gyro wheel supply, self-test
to the computer: outputs etc. - and IMU mode indication signals.

Control signals turn-on and turn-off signals for mode

from the computer: control

Back-up Heading and Attitude Reference Unit
This unit provides orientation angles in case of a malfunction of the inertial platform.
Doppler Radar:
The Doppler radar sensor consists of a body-fixed or a stabilized antenna and the required elec-
tronics. Orientation angles for stabilization can be provided by the inertial platform or a vertical
gyro. The Doppler radar measures ground speed of the aircraft.
Available outputs: disfance increments or velocity components in body-fixed axes
or: velocity and drift angle;
land-sea criterion
Required inputs: orientation angles & in case of a stabilized antenna.
Control signals: : availability and self-test signals, mode control signals.

Radio Receiver Unit:

Radio position-fixing sensors under consideration are Loran C and D, Decca, Tacan and Omega.
These sensors give position information with respect to known positions of the transmitter stations.

Available outputs: distance differences to three stations in form of time difference pulses
(in case of Loran, Decca and Omega)
or: range and bearing to one or more stations (Tacan)

Required inputs: station selection signals, phase rate commands (Loran).

Control signals: availability and self-test signals, station identification signals;
‘mode control signals.

Air Data Sensor:

The air data sensor measures static and dynamic air pressure and air temperature. From these
data can be derived vehicle true airspeed and barometric altitude.

.Available outputs: static and dynamic air pressure, air temperature (these outputs are

usually analog)
Required inputs: none
Control signals: availability and self-test signals.
Additional back-up sensors for emergency modes:
Magnetic compass, vertical and directional gyro etc.
The different output and display units and their corresponding input and output signals are as follows:
Control and Display Unit:
This unit is the interface between the pilot and the navigation system. It provides display of naviga-
tion information as well as system status, such as mode of operation, availability of subsystems,

malfunction occurrence etc.

Inputs from the computer: position, velocity, heading, attitude; time of flight, bearing and distance
to targets.

Outputs to the computer: initial position, flight plan data.
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Fig. 4: PROCESSING OF SENSOR DATA

_. The necessary gyro torquing rates @ _ must be derived from the desired platform rotation rate
(.J-p and the platform orientation I g

The platform gimbal angles are not directly required as navigation information, but they are used
to determine Doppler and air data sensor orientation.

Doppler Sensor:

—
The Doppler sensor measures ground velocity VM a.b.c along aircraft or Doppler beam axes a,
b, c. The measured data must be transformed into a veiobﬁ’y 21ector V., along navigational coordinates

by using Doppler orientation angles’ Z{D. Changes of the Doppler scalel\{‘actor must be included by using
land/sea criteria. ’

Radio Navigation Sensor:

The required transformations depend on the type of system used. In case of a Tacan receiver, po-
sition information R must be computed frgm the measured distances s and the bearing angle BT
to a Tacan station and the known position Ro of this station. Simultaneous or esequential measuremengs
to two or more stations may considerably reduce the position error because the error contribution of
the bearing angle uncertainty is relatively high, if only one station is used.

In case of hyperbolic systems (Loran, Decca, Omega) the position R of the aircraft is comput-
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—

ed from the known positions of three stations R_, R_, R, and two measured time differences at

and a t2 which are proportional to the difference in distance to these three stations.

1

Air Data Sensor:

True air speed TAS can be computed from measured static pressure p_, dynamic pressure p_,
air temperature & , and known normal pressure at sea level p . This functi_an is highly non-linear
and is often empirically determined. The velocity in navigational coordjnates V.. is the vector, sum
of true airspeed, transformed by using air data sensor orientation §A and wind velocity Vwind'

The required word length for these calculations is between 12 and 24 bits. The iteration rate is

" usually 1 to 100 times per second.

4. 2. Solution of Navigation Equations
The required navigation equations are depending on the mode of operation. During the main mode
the inertial platform is used as the prime source for navigation information while the data of the other

sensors are incorporated through the measurement matrix of the Kalman filter.

The tasks of ‘solving the navigation equations as outlined in Fig. 5 are:

ALTITUDE and

—1  GRAVITY -
CORRECTIONS
o
VN
—
L to- display
computation
"V VELOCITY ROTATION RATE 3 DIRECTION
a¥y Cii
— > due to > COSINES 1
intecratTion | v | ar v UPDATING
IRCRAFT VELOCITY ( Position integration)

PLATFORM fg——

} ey

ROTATION RATE

Fig. 5: SOLUTION OF NAVIGATION EQUATIONS

e Integration of velocity increments WN for aircraft velocity VN'
® Computation of the rotation rate —q’ of the navigational frame with respect to the earth using posi-
tion, velocity and altitude.

@ Position integration, usually performed by updating a direction cosine matrix gf.. The use of a
direction cosine matrix eliminates the problems otherwise encountered with polaI] flights.

e Computation of altitude and gravity corrections of the vertical channel. The vertical channel is
not always used in the inertial platform. In this case, altitude is derived from outputs of the air
data sensor alone.
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Computation of the necessary platform rotation rate W to keep the platform locally levelled.

The azimuth axis of the platform can be slaved to true north, not rotated at all (free azimuth) or
rotated at a constant rate (up to 1 rpm). This platform rotation reduces the effects of bias type
errors of the horizontal gyros and accelerometers.

Velocity integration and computation of the platform rotation rate incorporate the required com-
putations for Schuler tuning of the platform.

The required word length for these computations is between 16 and 24 bits depending on system
accuracy. The necessary solution rates vary from 5 to 30 times per second.

4. 3. Filtering and Estimation

All available sensor signals are deteriorated by random errors whose values as a function of time
are not predictable. However, if the statistical properties of these random errors are known or can be
approximated by mathematical models, it is possible to obtain navigation information with minimum er-
rors by application of optimal filtering and estimation theory. The mathematical algorithm for this task
is the minimum variance or Kalman filter. This filter performs the following two tasks:

error variance in real time.

Control or updating of the system error states.

Determination of the desired navigation information from all available input data with minimum

The Kalman filter consists of a set of iterative filtering equations which are based on the lineariz-
ed differential error equations of the system.

The set of equations (1) through (6) is the basic filter in state-space notation.

—.* = — —r
$ok-1 k-1 Teok-1 Yk

7wk
P ey
T _Tx FT T
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=P* M (M, P*ML+ v )L
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T
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The size of the veclgrs and matrices is indicated by n and m, where

bles in the state vector )S(

The following notation is used in the above equations:

(nx1) (1)

{mx 1) (2)
(nx1) (3)
(nxm) (4)
(5

{(n x n)

(6)

(n xn)

n is the number of varia-

and m is the number of measurements made at time t, .

k

a-priori-estimate of the system state vector

predicted at time tk

a-posteriori-estimate of the system state vector

at time tk after using measurements

—

statg;cransition matrix relating the state vectors Xk

and X

k-1
distriblg’i_on matrix relating state vector —}Zk and control
vector Uk- x

observation vector of measurements predicted

at time tk .

measurement matrix relatirlg_ measurement

vector Yk to state vector xk

weighting (gain) matrix at time tk

covariance matrix of the a-priori estimation
—t —

T
error Xk Xk
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Ek = covariance matrix of the a-posteriori estimation
error X -X
k k
\_/k = covariance matrix of the measurement white noise
vector
H = covariance matrix of the system white noise vector.

he Kalman filter equations are processed on an iterative basis to determine the optimum esti-
Xk of the system error state at sampling time tk'

The different computations occurring during the time period from t tot, are outlined in the

schematic diagram of Fig. 6. The required computations are separated 1n]io four blocks while the real
system is represented by dotted lines in the middle part of the left hand side of the block diagram. This
part is included to demonstrate the flow of signals between the filter in the computer and the system.
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Fig. 6: BLOCK DIAGRAM OF A LINEAR OPTIMAL ESTIMATION AND CONTROL FILTER

The four different computational tasks as indicated in Fig. 6 are:

(1)

(2)

(3)

System state estimation:

This task is mathematically described by equations (1), (2) and (3). The e estimated measurement
errors Y* , corresponding to the a priori estimate of the state vector X* , are compared with
the real measurement errors Y, . The difference, multiplied by the weighting matrix Bk’ is then
used to determine the best estimate K( of the error state vector.

Computation of the covariance matrices and the weighting matrix B :

The weighting matrix B, required for the estimation of the state vector, is calculated by using
equations (4), (5) and (6). These equations also include the calculation of the covariance matrices
P, and _13; of the error state vector.

Control computations:

The Kalman filter equations are based on the linearized error equations of the system. This



linear error model is only valid as long as the components of the error state vector are small. This
requirement can only be achieved by controlling the state vector in a closed loop operation, This
means that computed values of the state vector, after proper transformations into the control vec-
tor U, , are fed back to the system and used to correct system error parameters (i.e. gyro drift,
biases, scale factors etc.).

(4) Computation of systems dynamics:

The matrices representing the systems dynamics are required for the filter equations and must
be consecutively computed.

The state transition matrix g describes the error propagation in the system from time
t, . totime t . Itis derlvedk lfrom the coefficient matrix A(t) given by the system error
equations and valid error models.

The measurement matrix M ., is determined by the systems configuration.

k

The distribution matrix I_‘k k-1 is determined by system control equations.
The covariance matrices of system noise H and measurement noise y, are also determined from
noise error models and systems dynamics.

The processing of the Kalman filter equation represents a very heavy burden on the navigation com-
puter, because many matrix transformations and multiplications with large matrices are involved. It
is therefore very important to keep the order of the error state vector, and accordingly the order of
the matrices, as low as possible and still make maximal use of the redundant data. Very extensive stud-
ies and simulations are required to optimize the Kalman filter for a particular system with regard to
size of the state vector, required word length, and iteration rate. Usually, adequate word length lies
between 24 and 32 bits and the required iteration rate for the complete filter is between 1 and 10 times
per minute. But a small part of the computations must be performed at higher rates.

4. 4. Submodes and Emergency Modes

The navigation computer must be programmed to perform certain tasks associated with the different
possible modes of operation. The submodes are used during normal operation while emergency modes
are only used in case of equipment malfunction. During these modes, it is possible to use parts of the
navigation program or the optimal filtering program in combination with add1t10nal equations, Logic de-
cisions are required to combine these program parts.

The different modes that must be considered are:

Stand-by: This mode is used to warm up the inertial platform and to keep it on
operational temperature. No computer functions are performed and
usually power is switched off from the computer.

Alignment: This mode includes coarse and fine alignment of the inertial platform.
A set of alignment equations must be processed to achieve gyrocompass-
ing. The platform may be slewed to true north, not rotated at all, or
rotated at a constant rate. The Kalman filter can be incorporated into

this mode.
Navigation Emergency In case of a malfunction of the inertial platform, navigation is performed
Modes: by dead reckoning using velocity and heading information. Several dif-

ferent back-up modes are available using Doppler radar or air data as
velocity information and the back-up heading and attitude reference, a
directional gyro, or the magnetic compass as heading reference,

The navigation equations that must be available in the computer are al-
most independent of the type of sensor used. A simplified Kalman filter
can also be implemented if redundant position information is still avail-
able.

Calibration: Calibration of certain system parameters is performed during the normal
navigation mode with the Kalman filter. Additional calibration can be done
during alignment, also with the aid of the Kalman filter. It may be neces-
sary, however, to add a special calibration mode, where calibration is
performed to a higher degree of accuracy under favorable environmental
conditions.
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Test: It may be necessary to use a special test mode for system check-out in
addition to the self-test equipment which is used in all modes of operation.

4. 5. Calculation of Qutput and Display Information

A series of information is required for display to the pilot or as data for other avionic subsystems.
Part of this data is computed by solving the navigation equations, but additional equations must be solv-
ed by the data processor on an iterative basis in order to supply the following information:

e DPosition and velocity data in special coordinate frames, e, g. in grid coordinates
® Aircraft heading, track and drift angle

® Distance and time of flight to several way points or targets

e Wind speed and direction

e Special data for other avionic subsystems (e. g. fire control and autopilot)

e Flight plan restrictions derived from fuel consumption and other limitations

Display information is usually accurate enough by using a 12 to 16 bit word length, information for
other subsystems may require a higher accuracy. '

4, 6. BITE Data Processing

The specification for advanced aircraft navigation systems include the requirement that the system
has its own malfunction detection and malfunction isolation system. It must be determined by the sys-
tem design to what lével malfunctions must be isolated and to what degree of reliability malfunctions
must be detected. It can be stated that the necessary hardware increases proportional to the require-
ments put on the built-in test equipment (BITE). This additional hardware adds to weight, volume and
cost of the system.

The BITE task in a navigation system is outlined in Fig. 7. Each sensor or unit must have its
own BITE electronics to detect and isolate malfunctions of this particular unit. The computer can be
tested by a special self-test routine. The BITE signals from all the units of the system are processed
in a system self-test and malfunction isolation loop. Outputs of this loop are malfunction signals for
display and downgrading commands to the system mode control loop.

BITE signals "J COMPUTER computer
from other —o) self-test
subsystems .
T system L 1 c&D BITE
IMU  BITE o/ elf test BITE signals
BITE signals selt — tes 9 ‘malfunction
internal and display
emergency m::;r:;;;m
1 H
downmoding oo Control &
command IMU P DlSple
signals : i
downmodin
ready signals -J command 9 Unit
from other | T signals A
subsystems - moding mode select
-y T system command signals switch
IMU  CONTROL ‘ - operational
ready  signals mode  control system status mode displdy
mode control signals o loop
mode control . ’/” N
signals to .
g
other subsystems | _ | to submode computations

Fig.7: BITE AND CONTROL DATA PROCESSING

The system self-test and malfunction isolation loop can be a special subroutine in the computer or
can be realized by special logic hardware. '

4.7. Mode Control of the Navigation System

The desired mode of operation is selected by the pilot with the mode select switch on the control
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panel. In advanced systems, it is requested that upmoding and malfunction-caused downmoding to the
best available emergency mode is controlled by the data processor. This task is also outlined in Fig. 7.

Mode command signals from the control panel indicate the desired mode of operation. The com-
puter determines in a mode control loop the required control signals and transmits these signals to the
different units. Ready signals are supplied from each unit to indicate the status of this unit. Signals of
this type may be '‘wheel power on'", "heater power on'", "antenna active" etc.

Signals from BITE may require automatic downmoding of the system. The resulting actions of the
computer control loop are then to provide control signals to some units, signals to indicate the system
status on the display panel, and the necessary changes in the navigation computation loop.

It is possible that internal emergency downmoding or turn-off signals are provided in some units,
as indicated in Fig. 7 for the IMU. These signals are necessary to prevent secondary damage in case
of a malfunction.

5. SUMMARY OF TASKS AND HARDWARE CONFIGURATIONS

The many different tasks for the data processing equipment, as described in the previous section,
are summarized in Fig. 8. The center block covers all the different computational loops that must be
performed for sensor data processing, navigation, optimal filtering and output data computations.
The required iteration rates and word length for these loops are vastly different. In addition, some of
the loops may have common branches as indicated for the navigation computations and the emergency
navigation modes. The data processor as the central part of the navigation system must have a high
reliability in order to meet required system reliability. ’

doppler computer
doppler sensor .
computations subroutines
optimal
estimation and
control filter
radio
radio  sensor computations map display map display
computations,
v[ IMU navigation display control and
IMU . ;
computations computations computations display
computations input other
heading  and o for emergency and output avionic
orientation and submodes computations systems
attitude referenze data
air data : ' mode
air data wrol BITE
computations contro
sensors

Fig. 8: COMPUTATIONAL LOOPS IN AN ADVANCED AIRCRAFT NAVIGATION SYSTEM
There are two basic hardware configurations useful for the data processing equipment:
e One central GP computer for all the tasks.

- ® Several small computers for some of the sensor data and output data processing and a medium size
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computer for navigation, optimal filtering and mode control.

The use of a single GP computer results in the minimum hardware, and the advanced computers
available today are able to meet all the requirements. But the programming of all the different loops
with iteration rates ranging from 10 to 30 times per second to 1 every few minutes is a very tedious
task. The accuracy requirements will probably best be met by a 16 to 24 bit word length using double
precision for the filtering and part of the navigation computations. The difficult task of scaling all pa-
rameters may be alleviated in the future by using floating point machines. In order to meet the required
reliability it may be necessary to use a second computer as back-up or to have double or triple redun-
dancy inside the computer.

The use of several small computers has the advantages of simpler programming and higher relia-
bility. These computers may be DDA's or small GP machines. The following tasks are suitable for
separate processing:

® IMU sensor processing.

Often a small inertial platform computer is used for position integration including Schuler tuning
of the platform. This computer must be available if '"hot insertion' is required.

e Air data computations.
A special air data computer is advantageous because of the very special computational requirement,
e Radio navigation data processing.

Solution of hyperbolic position information into earth-fixed coordinates can be performed by a small
computer as part of the radio navigation unit.

e Display computations.

Some of the display computations may be performed in the map display or the control and display
panel. :

e BITE data processing.

The processing of all BITE information may be performed by a separate malfunction detecting and
recording computer for the navigation system or for the complete avionic system.

These peripheral computers are usually matched with a central computer for optimal filtering,
navigation and mode control. But emergency modes must be available, in case the central computer
fails,

The broad spectrum of tasks of the data processing equipment for advanced aircraft navigation
systems has been outlined. The basic specification that must be used by the system designer to detail
the tasks for a particular system is that maximum use is made of all available sensor information and
that the obtainable systems performance is not significantly degraded by the processing of data.
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SUMMARY

As it becomes possible through microminiaturization techniques to provide more digital computing capability in
smaller, lighter packages, the Aerospace industry is finding it desirable to utilize the advantages of digital computers
in more complex and varied applications.

The problem of computer subsystem organization must be solved in such a way as to best accommodaté the sys-
tem requirements and also provide flexibility, expandability and reliability. Solutions of this problem can vary between
the two extremes represented by (1) the completely dedicated loosely-federated, system made up of as many CPU's as
there are tasks and (2) the completely integrated, simplex or multi-processor, system capable of performing all of the
required tasks,

This paper reviews the system organizations utilized in such operational systems as the F111-MKII, the
A-TD/E, THASS and ILASS, 1t also reviews the design considerations for various other developmental systems,

The advantages and disadvantages of the Federated and Integrated approaches are reviewed from an abstract
point of view and then the system dependent variables which must be considered by the designer are discussed to em-
phasize the real world situation. Such features as vulnerability to the "single bullet' and graceful degradation are
considered along with the queuing theory, ''waiting time", and loading factor trade offs. The important factor of rela-
tive cost of the two approaches is also discussed.

In conclusion, the final selection may be determined by system dependent factors although customer preference
is a major consideration. In general the comparisons presented in this paper favor the integrated system with problem
size determining whether a single processor or a multiple processor configuration is required.
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INTRODUCTION

Each advance in computer technology generates more complex and varied applications for digital computers in
the aerospace industry. These advances include faster circuit and memory speed, microminiaturization, and drama-
tic cost reductions. The selection of computer organization is a dynamic process, continuously taking advantage of
the latest technology to meet an expanding number of applications. Historically, computer organization has varied
between the two extremes represented by:

e The completely dedicated, loosely~federated, system made up of as many computers as there
are tasks. (This approach predates the advent of general purpose digital computation for
aerospace applications and has been retained in modified form for some digital applications. )

e The completely integrated system capable of performing all the required computations within a
single computer complex. (Capabilities of a single processor may be expanded by employement of
multiprocessors if requirements exceed those which can be met with a simplex computer. )

In practice, computer organization may be a combination of both, as will be illustrated by examples such as the
Gemini, THAS, ILAAS, Saturn, Mark II, A-7TD/E, and VS A-NEW. The advantages and disadvantages of the two or-
ganizational concepts are examined considering such factors as: size, weight, cost, storage requirements, vulner-
ability to battle damage, queuing problems, waiting time, and loading factor. From examination of past system
organizations, technological development, and the comparison of federated vs. integrated systems, conclusions are
drawn relative to future trends for aerospace applications.

This ‘paper is primarily limited to general-purpose digital computers. Definitions of terms used in the paper as
‘they apply to general-purpose computers are as follows:

Federated Computer System

A federated system consists of several computers, each dedicated to a particular task. The computers com-
municate through their I/0 channels for normal functions. Redundancy may be provided, as in the case of the dual
federated system, where each computer can perform backup functions in addition to its normal functions in the event
of malfunction of the other computer.

Integrated Computer System

An integrated system is defined as one which performs unrelated tasks in a multiprogrammed mode of opera-
tion. The system may contain one CPU (the simplex system), or two CPU's sharing common main storage operating
in a multiprocessing mode. The number of job queues distinguishes a federated system from an integrated system.
A federated system requires a job queue and executive program in each computer, while an integrated system has
only one job queue and executive program residing in the common storage.

Multiprogrammed System

Ihdependent of the hardware configuration, a system may or may not be multiprogrammed. Multiprogramming
is the concurrent, interleaved execution of multiple programs which are implemented by timed or externally con-
trolled interrupts. :

Applications

Table I is a partial listing of aerospace applications for general-purpose digital computers.

Many factors, some technical and others arbitrary,affect the final partitioning or assignment of functions. At
the present time, special-purpose processors are generally employed for high-speed functions such as radar data
processing, character generation, image enhancement, and terrain following. Other functions such as landing con-
trol, air data, and engine control are generally separated due to tradition, reliability considerations, and the desire
for independent operation.

Analog and special-purpose digital processors will continue to be applied to such functions, but the rationale for
each function should be re-examined for each new system in the light of advancing technology. However, this paper
will be limited to the organizational forms of the general-purpose digital computer which encompasses the major por-
tion of the computational functions.



Table 1

AVIONIC SYSTEM FUNCTIONAL APPLICATIONS

Navigation

Inertial Platform Management
Guidance

Weapon Delivery

Operator Control and Display
Character Generation

Sensor Control

Sensor Data Storage
Statistical Processing
Filtering

Image Enhancement

Air Data

Terrain Following

Flight Parameter Recording
Countermeasures Detection and Control
Threat Analysis

Auto Pilot

Landing Control

Engine Control

Self Test

System Diagnostics (AIDS)

SURVEY OF EXISTING SYSTEMS

A survey of existing systems reveals that there is no single satisfactory approach. Both integrated and feder-
ated systems have been developed and successfully utilized. Each application is somewhat unique, but some insight
into trends can be obtained and conclusions drawn by examination of the information generally available in the liter-
ature regarding the existing systems selected for review. All of the following computer systems described are pro-
ducts of IBM Owego, with the exception of IHAS and ILAAS, which were included because of their unique structure.

Gemini

The Gemini system utilizes a simplex-multiprogrammed digital computer which performs rendezvous and re-
entry functions and also backup ascent guidance. See Figure 1. This computer is classed as an integrated system for
the functions which it performs. However, there are many other elements of the system which do not interface with

the computer. Figure 2 is a functional diagram of the Gemini System.

Integrated Helicopter Avionics System (IHAS)

The IHAS computer central complex consists of a Signal Transfer Unit (STU), a Digital Interface Unit (DIU), and a
Central Processor Unit (CPU). See Figure 3. Triple redundancy is employed to enhance reliability; modularity per-
mits growth for adding functions or sensors. The computer central complex is an integrated system since it handles
both the navigation and sensing functions. However, the individual elements are a hybrid consisting of a general-
purpose STU and special-purpose (federated) Digital Differential Analyzer (DDA).

Integrated Light Attack Avionics System (ILAAS)

ILAAS employs a federated computer system containing two independent, dedicated-multiprogrammed digital
computers: one performs navigation and weapon delivery, and the other performs inertial and radar data computa-
tions. See Figure 4. Two additional redundant computers are optional if additional reliability is desired. A core of
functionally independent units is employed to reduce the impact resulting from the loss of a function., Each core unit
is independent and does not depend on other elements. Full system operation is achieved with the core units and other
integrated units. Graceful degradation is achieved in the event of equipment failure, since the core-functions alone
provide the final backup capability.

Saturn

The Saturn Guidance and Control System, shown in Figure 5, employs a federated system in which each compo-
nent performs its own particular function. The digital computer is concerned only with the guidance task. Within this
task, the computer is integrated with a triple modular redundant CPU and duplex memory to achieve the reliability
required for the Apollo mission. Figure 6 is a photograph of the Saturn Computer used in the Apollo mission.
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The Mark I digital computer is shown in Figure 7. The Mark II System uses two identical digital computers
and a three-section signal converter. Each computer is dedicated to a specific function, i.e., weapon-delivery or
navigation. However, each computer contains backup routines for the other with independent sections of the signal
converter to provide graceful degradation. In addition, a third smaller computer is completely dedicated to inertial
navigation computations. Figure 8 is a functional diagram of the computer complex.

The total system may be considered to be federated; however, the individual elements function in many ways
similar to an integrated system. In fact, the backup weapon-delivery functions are normally computed simultaneously
in the navigation computer because of the transient which would otherwise occur during a transfer of control.

A-TD/E

The A-7TD/E Avionics Computer, Figure 9, is a multiprogrammed-simplex-integrated system which handles
functions such as navigation, weapon delivery, and self-test in interleaved manner.

The emphasis in the computer is on simplicity and minimum computational hardware necessary to perform a
relatively large number of system functions. The A-7D/E began as a replacement for an existing analog computer in
the A-TA/B. During the proposal stage, as the flexibility, accuracy, and added modes which are possible with digital
computation became apparent, numerous functions were added resulting in a true integrated system. Extensive signal
conversion equipment is supplied and is characteristic of an integrated computer system. However, no redundancy is
provided, either in hardware or in communication channels. See Figure 10.

The A-T system provides, at a fraction of the cost, functional capabilities comparable to larger, more com-
plex systems. However, there is no graceful degradation in the event of a computer failure.

VS A-NEW

There is a growing trend in systems currently under development to utilize multiprocessor techniques. The °
tasks to be performed are so complex that a single computer cannot accomplish the job. VS A-NEW is an example of
this trend. Figure 11 is a simplified diagram of the system.

The VS A-NEW system is a multiprogrammed-multiprocessor-integrated system which has considerably
greater capabilities than most previous avionics computers. In this system, each CPU has access to all storage and
1/0 units and the operation is controlled by a single executive routine and job queue. In the supervisor program, the
system uses concepts and techniques similar to the dual IBM System 360 Model 65 shared-storage multiprocessing
system.

The VS A-NEW, A-7TD/E, and Mark II are all members of the IBM System/4 Pi family.

In all of the previous systems, even where the central computer is integrated, there are other dedicated pro-
cessors assigned to specific functions which provide inputs to the central computer or utilize outputs. For example,
the pilot's displays may contain various forms of general-purpose processors for generating symbols and buffering
information received from the computer. Another processor may exist in the radar to operate on raw radar data, to
provide filtering or weighting, and to convert information to digital format for transmittal to the central computer.
Air data computations and auto-pilot functions are almost always performed independently. Therefore, in the stric-
test sense, all the systems selected are to a greater or lesser degree federated. These systems contain a general-
purpose computer, integrated in the context of the functions which it performs, but which is federated with other
special-purpose or dedicated processors.

FEDERATED vs. INTEGRATED COMPUTER SYSTEMS

The consideration of federated vs. integrated computer systems is most interesting when there is a require-
ment for multiple processors, whatever the reason, i.e., computational complexity exceeds the capabilities of a
simplex computer, or other considerations such as redundancy, graceful degradation, or independence for flight
safety. Obviously, an integrated system may use a single simplex computer.

Integrated systems are put to best advantage in situations where task queues tend to be long or unpredictable,
and where processing power and flexibility are at a premium. Graceful degradation can be provided with multiple
processors with either system. Federated systems may be less vulnerable to battle damage if the processors can
operate independently.

Table II summarizes some of the relative advantages and disadvantages of the two configurations.

Multiprocessing in an integrated system, provides an advantage over a federated processor system, since a
federated system would require multiple executive programs and program queues. An integrated multiprocessing
system, on the other hand, has only one program queue and one executive. Both CPU's are controlled by the one exe-
cutive, and both receive program priorities from the same queue. The benefit of this approach is examined in the
next paragraph.



Table II

ADVANTAGES AND DISADVANTAGES OF COMPUTER SYSTEM ORGANIZATIONS

Integrated System Federated System
Advantages

e reduced program wait e more system design
times flexibility

e more powerful degraded e reconfiguration automatic
modes’ and simple

¢ more efficient load o low system vulnerability
sharing (with backup implemented)

Disadvantages
e reconfiguration complex o extensive intersystem
communication

e main storage interference
e high storage requirements
e more complex executive
software

More than two CPU's operating in a multiprocessor mode appear unwieldy.
More than two processors frequently occur in a federated system.,

WAITING TIME

A simplified analysis of average wiating time spent in the queue shows that if all tasks occurred randomly,
took the same amownt of running time, and the computer loading was the same on both systems, the average waiting
time would be as shown in Figure 13. It can be concluded that the average waiting times of programs being executed
by a multiprocessor will be significantly less than the average waiting times of programs executed by federated ma-
chines. One of the basic assumptions for the queuing analysis, described above, is that all tasks occur randomly.
Many tasks encountered in an aerospace computer application occur in a very ordered pattern; e.g., navigation every
100 milliseconds, etc. In this instance, the queuing theory analysis is not applicable and the waiting time for both
systems can be made nearly equal. The federated system which depends on the ordered arrival of tasks for efficient
operation, is less flexible. If a task is changed, added, or deleted, the entire pattern of task assignment may have to
be reordered. An integrated multiprocessing system compensates automatically for shifts in program loading.

PROGRAM STORAGE

Storage interference occurs only in an integrated multiprocessor system, since more than one CPU has access
to a given portion of memory. Also, additional hardware is required to provide multiple access. Interference will
add wait time to the program execution time. If a large number of storage blocks are used, the probability of storage
interference is low. However, if a few blocks of shared storage are used, the probability of interference increases.

A federated processor system is certain to require more main storage than an equivalent multiprocessing sys-
tem, due to the need for: duplicate subroutines, status checks, self-test, and executive programs. The multiprocess-
ing system with common storage minimizes redundancy.

COMMUNICATIONS

In any system containing two or more processors, communications must be considered. Each processor tests
to see if the other is working correctly, and signals the other to shut down if a failure has been detected. It is de-
sirable to minimize the time devoted to internal communications since this is non-productive. The integrated multi-
processing system has an advantage in communication. The common storage affords an excellent means for data
transfers, requiring the direct channel only to signal the availability of data in storage. Thus, the integrated system
requires less time for communications. If current information is required for backup mode regression, the penalty
of additional time for 1/0 is encountered.



DEGRADED MODES

A problem concerning system loading, which impacts only the federated processor type system, involves the
method selected for degraded mode operation. Some federated systems, for example the Mark II, are designed so
that each processor does simplified backup computations for the other. In this case, the total system processing load
is greater, by the precent of total time spent on the redundant tasks, than the integrated multiprocessing system.

Vulnerability to battle damage and a single part failure is a major reason for selecting dual processors. The
non-redundant, federated system is more vulnerable to failures, since all processors must be operational to retain
full capability. Partial function may be retained, however. If storage redundancy is employed, and the additional
penalty for transferring current information between processors is accepted, an effective backup mode capability can
be implemented. Loss of 1/0 is more serious with a federated system, and may be equivalent to losing the CPU, since
the same channel is used to communicate between processors as well as between the processor and the peripheral
devices. However, the multiprocessing system can be designed to survive with only limited performance degradation
after loss of an I/0 channel. CPU-CPU communications do not rely on I/O; therefore, the working I/0 chamnel, if
comnected to all external systems, may be capable of handling the entire communication load alone.

The integrated multiprocessor system has a natural regression mode in the event of CPU failure; but the possi-
bility that a CPU failure could destroy information in common storage is a real hazard. The dual federated system,
offering physical and electrical separations, is better able to survive such battle damage. Separating components in
an integrated multiprocessor system is difficult since storage and CPU's must be installed relatively close together.

The mission is an important factor when considering redundancy. Some aerospace missions involve vehicles
which will be sent singly on long missions; for example, the Apollo mission. In this case, a great deal of redundancy
is justified. However, in the tactical aircraft mission, two or more aircraft are generally sent together. Under these
circumstances, not all systems are vital. In the final analysis, a pilot could complete a mission virtually without any
of his avionics by flying formation with his wing man.

If a storage module fails, the information stored in it is lost for as long as it takes to reload or replace the
module. Some systems utilize redundant program storage on a drum or tape to reload a lost program. The impact of
a storage module loss depends on the system size. Where the module is a small percentage of total storage available,
the loss may not be serious. Conversely, if the module is a large percentage, the impact will be severe.

In large processor systems, multiprogramming is generally used. Programs tend to become fragmented and
scattered through a number of storage modules. Consequently, loss of a single module may destroy components from
a number of different tasks. To minimize this effect, the system should be partitioned such that each task and all of
its associated data and files can be located in a well-ordered and well-identified segment of the storage unit. Roll-in/
roll-out procedures can be used to aid in maintaining clean partitions. Coalesce procedures can be employed to close
up any open spaces and minimize fragmentation.

COST
Cost is an important. consideration and depends heavily on the other topics already discussed. A considerable

amount of redundant storage is necessary in a dual federated processor system as well as redundant CPU and 1/0,
resulting in higher system cost.

There is an offsetting cost impact of a multiprocessing storage system since multiple accesses to the storage
module must be provided. -

An integrated multiprocessing system, in order to take fullest advantage of all its capabilities, requires two
1/0 channels, either of which can give access to all external devices. This provides increased reliability but at the

cost of additional hardware.

TECHNOLOGY TRENDS

In any new application, the latest technology should be examined. This may have a dramatic impact on the
organization of the system. The following curves are representative of the advances which are taking place in digital
technology.

Figure 14 is a logarithmic plot of the "add time" in microseconds of fifty aerospace computers which have been
developed since 1957. Note the exponential decrease reflecting improvement in the state-of-the-art.

Figure 15 shows the improvement in "multiply time" of the aerospace computers introduced since 1957. Mul-
tiply times are characteristically an order of magnitude slower than add times but show the same relative improve-
ment,



CONCLUSIONS

System selection is strongly influenced by part experience and customer preferences. Problems in digital com-
puters of the past include; loss of information from drums; low computer reliability, hang-up in program loops,
errors in reading analog-to-digital converter, noise, EMI, and programming errors. Past experience can lead to
selection of system approaches not based on evaluation of current state-of-the-art. Technological gains in compo-
nent size reduction, cost reduction, increased performance, and improved reliability make system organizational
concepts previously restricted to ground installations, feasible for aerospace applications. As technology advances,
applications will grow and the demand for complex systems will increase.

Table III summarizes the characteristics of state-of-the-art systems from the preceding examples. It is the
writer's opinion, based on this comparison, that the system design should begin with a single computer simplex in-
tegrated system. Multiprocessors may be required if the computational requirements exceed the capabilities of a
simplex system, or for graceful degradation in the event of malfunction; but it is important to separate capacity con-
siderations from reliability. The first approach to improving operational effectiveness should be to emphasize com-
ponent reliability and simplicity of design. In most airborne systems today, digital computers are more reliable than
the peripheral sensors. The dramatic, two orders of magnitude, improvement in reliability over the past ten years,
can be predicted to continue in the future. It is feasible to expect that digital computer mean-time-between-failures
may soon be equal to the expected system life, Most of the more elaborate organizations which have been discussed
in this paper can be categorized as a form of redundancy. Over the years, IBM has successfully employed duplex
computers, quad-circuit redundancy, and triple modular redundancy to effect improved reliability. However, re-
dundancy in any form should be undertaken only as a last resort, since all parameters except mission effectiveness
are adversely affected. Cost, weight, volume, power, and the total number of maintenance actions are increased.

As has been pointed out in the paper, the mission application also affects the selection of the computer organization.
In many applications, the simplex computer may be the place to stop. Redundancy should be considered only for those
areas of the system demanding such attention, rather than indiscriminately duplicating equipment.

Table IIT

SUMMARY OF CHARACTERISTICS

Configuration Size Weight MTBF Storage Cost
Simplex 1 45 3000 16K 1.0
Integrated Multiprocessor 1.7 75 1400 21K 1.5
Federated 2.1 ) 95 1000 24K 2.0
Dual Federated 2.4 100 4000% 32K 2.4

*based on backup modes

Programming simplicity is becoming increasingly important. Except in those applications where extremely
large production quantities warrant customized design, it may be justifiable to accept inefficiencies. For example,
standardization of software programs may become desirable. Once the program is developed and checked out, it
could be employed in future programs desiring this capability even though some minor penalties might be incurred.
The present duplication of effort and occurrence of costly errors could be avoided. In this respect, the federated
system offers some advantage. There is a prevalent opinion that the programming, particularly of independent or
nearly independent functions, is easier to manage with a federated system. I do not agree that this is necessarily
true. The software interface can be defined and controlled with strict adherence to application ground rules with the
same thoroughness which is required for the hardware interface between two computers.

The conclusion of federated vs. integrated for future applications is by no means obvious. A case can be made
for either approach and, in fact, almost every system which was examined during the preparation of the paper proved
to be neither entirely integrated nor federated, but rather a combination of both. This can be expected to continue.
However, considering the growth in applications and the continuing reduction in cost and physical size, it is predicted
that the integrated, multiprogrammed, multiprocessor will gain increasing acceptance in future applications, follow-
ing the pattern of ground-based computational centers. The simplex integrated system will remain the most efficient
organization and will find continuing usage in many applications. The federated system is expected to decline due to
its more limited flexibility and equipment penalties.
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Figure 9. A-TD/E Avionics Computer
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A-7 Avionics System Functional Diagram
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SUMMARY

The difficulties often encountered in programming digital computers have become legendary.
Airborne computer programs, including those for Guidance and Control, have remained
singularly difficult to develop despite the significant advances in the techniques for
developing other computer programs. This is due in large measure to the austere instruc-
tion set provided in most airborne computers. The rationale for employing a minimum
instruction set is based on the assumption that it is more important to avoid size ana
weight increases at the expense of programming ease (especially when this is a one time
cost for production system). However, in Kearfott's experience on a wide variety of air-
borne computation problems, the impact of programming inflexibility can have serious im-
pacts on the development and maintenance of an effective, flexible guidance and control
system. Furthermore, it can limit the additional flexibility of growth through software
and design improvements through software.

This paper first reviews the types of difficulties encountered in developing and main-
taining airborne computer programs. These include problems encountered in the initial
development of the system program and the significant changes to the original program
based on laboratory and flight tests of the overall system. During this development
phase, many system problem solutions result in a hardware/software tradeoff which usually
forces a software change since software is more flexible than hardware. However, true
software flexibility was sacrificed sarlier when it was deemed to be less important than
the virtues of a minimum CPU. 1In these final stages of system development, is is usually
agreed that the choice of a more flexible CPU would now be advantageous.

As advances in MSI and LSI circuitry continue, the CPU becomes a less and less significant
component in the overall computer size, weight, power, and cost. Conseguently, it seems
an appropriate time to ask whether for many applications it may be more effective to
increase the complexity of the CPU to facilitate program development while using the
advanced circuitry to maintain a sufficiently small airborne computer. Attention is also
directed at the increased computational requirements (e.g., sensor mixing via Kalman
Filtering) which are being imposed on airborne Guidance and Control computers and the
techniques of computer organization which would facilitate their implementation. Many

of these techniques were originally developed for high performance ground-based computers
but have not yet been accepted by airborne computer designers for reasons of economy, or
apparent economy.

By assimilating results of previous system development experience and predicting the
trends in airborne computer hardware development, characteristics are proposed for
future airborne Guidance and Control computers. The proposed computer characteristics
would minimize significant programming difficulties while retaining desireable hardware
features (e.g., protected memory, small size, etc.). The features covered include word
length tradeoffs, type of arithmetic, addressing techniques, subprogram linkages, etc.,
and in summary represent a functional spec1f1cat10n for a class of future airborne com-
puters using MSI or LSI techniques.

Finally, the specific characteristics are presented of an airborne computer designed to
meet these functional specifications. Although, this implementation does not unigquely
satisfy the above functional specification (i.e., other designs might provide equal
software facilities), it does provide all the desired programming characteristics.
Consequently, it is a useful vehicle for illustrating the desireability and practicability
of the proposed computer organization. The simplifying effect of the expanded CPU cap-
ability on the software development cycle is then covered in some detail. Of particular
interest is the fact that high level languages (FORTRAN, JOVIAL, etc.) are naturally
efficient in the specified machine while attempts at an efficient compiler language using
~a less sophisticated CPU are probably doomed to failure. This dependence of compiler
efficiency on the organization of the airborne computer is a factor which is usually
overlooked in recommendations for the use of problem oriented language to "solve" the
airborne computer programming problem. The computer architecture must be carefully
chosen to permit a compiler to generate efficient object programs, as Kearfott learned

as early as 1962 when we developed a NELIAC compiler for the L90 airborne computer.

Hopefully, the voice of the software system designers, as articulated in this paper will
not continue to go unheeded but will result in a series of airborne computers in the
1970's which provide true programming flexibility, and the enumerated advantages to the
total system.
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1. INTRODUCTION

In order to discuss future Guidance and Control computers, it is necessary to conjecture
what significant hardware changes will be experienced in airborne computers in the period
of interest. This is necessary since most changes in computer architecture arise in
response to a change in the capability of the basic hardware components. Although the
time scale might be subject to some debate, there is general agreement among airborne
computer designers that the next major hardware change will be precipitated by advances
in MSI and LSI circuitry. This will permit the realization of complex logic within
progressively less size and weight. This increase in logic density can be exploited in
two rather distinct fashions. First it can be envisioned as the accomplishment of the
same logic functions within less size, weight and power. With the possible exception of
an increase of execution speed, there is no increase in organizational performance. This
is the more customary utilization of improved circuitry. Alternatively however, these
technology advances could be equally effective in providing a significant increase in the
capability of the CPU while retaining the same size and weight. For example, new, more
powerful instructions might be added to the computer's repertoire to provide improved
performance.

It is the purpose of this paper to advocate a path somewhere between these two extremes
wherein the conventional austere instruction set of the airborne computer is strengthened
by the addition of some powerful new capabilities but these are carefully structured and
limited to also permit the size of the processor unit to be decreased.

Since my personal background lies in the area of software development rather than logic
design or circuit design, the principal motivation for suggested organizational changes
will be to facilitate the rapid development of accurate, operational software and to
enhance the flexibility of that software once it is developed. The opinions expressed
on the hardware implications of the suggested computer structure were reached through
consultation with several airborne computer design engineers and reflect a rather non-
controversial concensus of opinion on the expected direction of airborne computer hard-
ware development.

2. AIRBORNE COMPUTER PROGRAMMING

The primary reasons for using digital airborne computers in G&C applications are their
accuracy and their flexibility. The latter is ostensibly accomplished through modifica-
tion of the computer program. However, making changes to airborne computer programs has
proven to be significantly more difficult in practice than it is in concept. Conse-
quently, much of the intended flexibility is either lost or achieved at a high price.
Let us review the principal contributors to this "practical” problem as a prelude to
searching for potential solutions.

Since virtually all airborne computers perform purely integer (or fractional) arithmetic,
the value of the LSB (or MSB) must be chosen by the programmer for every data word
including intermediate results. This process is commonly referred to as scaling. Proper
scaling further requires that all arithmetic operations conform to the scaling rules
appropriate to the operation. For example, if two numbers are to be added, their scale
values must be the same. If two numbers are to be divided, the numerator integer must

be larger than the denominator; otherwise, a divide overflow condition will be encountered.
Finally, since the choice of scale factors and their manipulation can have serious impli-
cations on the numerical accuracy of the result, great care must be taken to adjust the
scaling and/or the algorithm to minimize the numerical errors so induced. 1In short,
scaling is a tedious, exacting job which is accomplished manually -and is probably the
greatest single contributor to aerospace programming problems.

Most assemblers for airborne computers generate absolute coding rather than relocatable
coding. This again puts a burden on the programmer which might be alleviated. Upon
closer inspection, it is usually found that the absence of relocatable coding in the
assembler can be traced to characteristics in the airborne computer which make automatic
relocation difficult or impossible to achieve. The most prominent of these is the
presence of fixed memory pages in the computer orgarization.

The documentation problems associated with an assembly language (or machine language)
program are usually more severe than if a higher level language were used. This is
especially true for airborne computer applications which frequently imply time constraints,
accuracy limits, etc. which are difficult to document even in a problem oriented language.

Finally, the compiler for a high level language (FORTRAN, ALGOL, JOVIAL, PL/I, NELIAC,
SPL, etc.) is not available due to its almost unavoidable inefficiency, an inefficiency
which is rooted as much in the architecture of the airborne computer as it is in any other
source.

In short it would appear that the airborne computer software field is stalled at the tech-
nology level achieved by ground based machines in 1957. Hopefully, the expected advances
in hardware technology, coupled with reflection on the problems noted herein, will result
in a generation of airborne computers and support software vastly superior to that pre-
sently available.
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3. HARDWARE CONSIDERATIONS

In order to develop a meaningful model for future G&C computers, it is necessary to review
the hardware technology and to predict the general direction of its development if not

its specific character. Toward that end, the most dominant factor is the continued rapid
development of logic circuitry. 1In both the commercial and military field, logic cir-
cuitry continues to increase in speed and decrease in size.

Improvements have been much slower in memory technology, particularly for the military
airborne environment. Although progress is being made toward memories based on LSI
circuitry, these are generally limited to read-only memories (ROM) or volatile read/write
memories. Since the most common airborne application calls for a non-volatile but
electrically alterable memory, core memories will probably dominate in this area for many
years to come. Advances in core memory technology for airborne environments has been
gradual in the reécent past and the future holds little promise for a dramatic improve-
ment.

Consequently, since the cost of the memory and its electronics is already greater than
that of the arithmetic unit, this disparity is almost certain to increase. This effect
is compounded by the fact that the applications for airborne digital computers continue
to increase in size (i.e., memory requirements).

It follows, then, that attempts to minimize the cost of an airborne computer for virtually
any application should concentrate on minimizing the memory requirements. In fact, it

is likely that a certain amount of increased complexity in the logic unit could reduce

the cost of the computer if it promoted more efficient use of the memory. This factor
serves as one of the bases for the recommendations made below on future computer archi-
tecture.

4. RECOMMENDED COMPUTER CHARACTERISTICS

Based on the above considerations some specific characteristics are now recommended for
future airborne digital computers. We do not intend to discuss the minimum size machine
used for special sensor processing or small missile guidance since these tend to have
very special organizations which depend largely on the specific application. Rather we
shall discuss the medium to large scale machines with correspondingly more severe soft-
ware problems. Any synthesis of a machine organization must necessarily be an iterative
process since design goals are usually (as in this case) somewhat in conflict with each
other. For example, a powerful instruction set is desirable and a long instruction word
is its simplest embodiment. Yet, a long instruction word is at variance with the goal
of minimum memory. A full treatment of the iterative synthesis process is beyond the
scope of this paper. However, we shall devote the following few paragraphs to a presen-
tation of the computer characteristics which are felt to be of greatest value in aggre-
gate. In addition, a brief indication of major interrelations between these character-
istics and the design goals is presented to at least in part substantiate the efficiency
of the resulting organization.

For most Guidance and Control applications, a long basic data word is advocated (say 24

to 32 bits). This assures sufficient accuracy for most of the critical G&C computations.
Although 1t significantly increases the data area memory, this usually represents less
than 10% of the computer's full memory and thus the overall impact is slight. Moreover
machines with short data word length (14 to 18 bits) require that two words be used to
represent critical variables. In fact, for most cases, the apparent increase in memory
caused by implementing a long data word will be more than offset by savings in the storage
of critical variables and by economies in the instruction memory due to:

a) elimination of extended precision requirement and its associated instruction
increase.
b) simplification of complex algorithms employed to avoid error propagation due to

short data word length.

Since some data can be represented in short data words, it is tempting to suggest that
both long and short options be available. However, this would then require the ability
to address half words which would require a longer address field in each instruction.

~ Consequently, purely long data words are recommended with the realization that any sub-
stantial guantity of short data words (e.g., ballistic data tables) can be accommodated
by appropriate packing and/or unpacking of data through subroutines or macro operations.

Two major innovations in ground-based scientific computers were introduced in 1957 which
revolutionized the art of software development: the FORTRAN compiler and floating point
arithmetic hardware. The floating point hardware .provided the solution to many numerical
analysis problems but more importantly it assured a substantial increase in the efficiency
of FORTRAN programs. This same revolution is long overdue in airborne computers. Con-
sequently, the incorporation of floating point arithmetic hardware is strongly recommended
based in part on the realization that compilers for airborne computers will be severely
limited without fa.t floating point operations. Even before compilers are available,
however, the requirement to scale all arithmeti:- operations will be eliminated. This will
not only facilitate the development of airborne computer programs but will greatly sim-
plify their documentation thereby facilitating the expeditious preparation of program
changes. The recent advances in mathematical techniques for optimum sensor data mixing
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for guidance and navigation (i.e., Kalman Filtering) have placed even greater demands oh
the programmer's ability to scale fixed point operations without losing accuracy. These
operations become straightforward with the availability of fast floating point arithmetic.

Furthermore, the cost of this additional capability should be minimal if proper advantage
is taken of new MSI and LSI circuitry. It should also prove convenient in this imple-
mentation that a long basic data word length was chosen. For example, based on a 32 bit
data word, the floating point word could consist of an 8 bit exponent field and a 24 bit
mantissa or magnitude field.

Although we have specified long data words for our computer, it is almost imperative that
short instruction words be used. This is based on the desire to minimize the amount of
expensive memory that is required and the knowledge that 80 or 90% of the memory consists
of instructions. For example, if a 32 bit data word was chosen, a 16 bit instruction word
would be desirable with either 16 bit or 32 bit parallel access to a memory word. However,
later considerations will indicate a requirement for instructions longer than 16 bits.

A suitable compromise would be the availability of both short (16 bit) and long (32 bit)
instructions where the operation code would determine the length of the instruction.

Note that our earlier decision to limit the machine to long (32 bit) data words now re-
sults in the availability of an additional bit in the address field of short instructions
which access data, thus doubling its range of applicability. One design goal for the
machine should be a sufficiently powerful set of short instructions to reduce the need

for long instructions to a minimum.

A similar design goal obtains in the architecture of third generation ground-based com-
puters. Whereas second generation computers (IBM 7094, Univac 1107, etc.) permitted the
address field of each instruction to designate any word in the computer's memory (32 or
65K words), this luxury could not be afforded in third generation machines whose memory
might consist of several million words, requiring an address field of 21 bits or more.
Consequently, designs were developed which make extensive use of pointer registers to
permit short instructions with limited address fields to access the entire memory. These
techniques are directly applicable to airborne computer design.

While the use of pointer registers permits a short instruction to obtain operands from
any region of memory, a similar problem must be solved for all jump or branch instruc-
tions. The ability to jump to any location in memory is most conveniently provided via
the use of an optional long instruction format. A short jump instruction (with an m bit
address field) may be implemented in one of two common ways:

1) Add or subtract the m bit address field to thé instruction counter. This pro-
vides a jump range of i 2M around the present value of the instruction counter.

2) Replace the m least significant bits of the instruction counter with the m bit
address field of the instruction. This permits a jump to any location within
the block of 2M instructions containing the jump instruction.

The second approach is more common in present airborne computers since the replacement
operation is simpler to implement than the addition or subtraction called for in the first
approach. However, the first approach is recommended here; again hoping that the use of
advanced circuitry will virtually eliminate the potential hardware penalty. This re-
commendation is based on still another software design goal: that it be possible to
assemble relocatable subroutines without constraint. A relocatable subroutine is a
sequence of instructions which can be loaded into any portion of the computer's memory
either without change or with the addition of an address displacement to the address
field of certain instructions. However, no structural changes are permitted in the in-
struction sequence. The second technique for implementing a short jump instruction makes
it impossible to determine whether a short jump instruction can be used unless it can be
guaranteed that both the jump instruction and its target location lie in the same block
of 2M instructions. Note that the boundaries of this block are fixed memory locations at
addresses which form a multiple of 2M. Consequently, the condition for using short jump
instructions cannot be guaranteed independent of the relocation address. This method
should therefore be discarded in favor of the first approach.

Still another constraint on the design of our advanced G&C computer is the desire that
the program consist entirely of "pure code". 1In other words, the instruction portion of
memory is constant and cannot be altered during the execution of the program (except
indirectly via the use of index registers). There are several motivations for this con-
straint, namely: :

1) To permit the use of a ROM (read-only memory) to assure the integrity of the
program,

2) To permit verification of the integrity of the program in a read/write memory
via check-sum tests, etc.

3) To avoid the catastrophic errors which can arise through instruction modifica-
tion and to avoid the overly complex program structures which it fosters.

4) To provide the necessary basis for the development of reentrant subroutines
which can be "simultaneously" used by several processors or on several interrupt
levels.



Some common instructions inherently violate the concept of a constant instruction memory
and therefore must be avoided. The most common of these is the subroutine jump which
stores the return address at the first location in the subroutine. Other instructions
which facilitate violations of pure code (depending upon how they are utilized) should
either be avoided or their usage carefully controlled. One such instruction is the
memory increment instruction which provides a tempting alternate to the use of an index
register or pointer for address modification. However, it can be safely used to incre-
ment counters and other variables in the data area.

Once.provisions have been made for the creation of pure code, reentrant subroutines can
be developed simply by careful allocation of the variable data areas. Reentrant routines
have an obvious advantage when a program involves several interrupt levels or multiple
processors. They permit the various independent programs to share common subroutines
rather than requiring multiple copies of the same subroutine for each independent program.
In addition to this obvious memory economy, Kearfott uncovered a more obscure but more
generally useful feature during a study of reentrant subroutine structures. One memory
economy which is introduced manually into airborne computer programs is the sharing of
temporary (scratch) data storage between subroutines on the same level. This sharing is
accomplished automatically via the memory allocation process when reentrant routines are
used. In fact, more extensive sharing is possible under the automatic¢ process since no
opportunities for sharing are overlooked by the memory allocation algorithm. When the
sharing is accomplished manually (or more precisely, mentally,via the thought processes
of the programmer), full sharing is rarely accomplished. ‘Note that this advantage is
obtained even though the "reentrant" routines are never in fact reentered, since it is a
characteristic of the memory allocation process itself.

To summarize the characteristics of the recommended future airborne G&C computer we recall
that it shall: ’

1) Employ a long (32 bit) data word

2) Provide fast floating point arithmetic in hardware

3) Permit both short (16 bit) and long (32 bit) instructions

4) Include many index registers or pointers ‘

S) Eliminate fixed instruction block boundaries

6) Employ strictly pure code and reentrant routines if possible
where certain specific parameters were chosen for simplicity. It is urged that the ad-
vances in modern circuitry be used to develop a family of future computers with the
recommended performance rather than to continue to pursue the unimaginative course of-

simply shrinking the CPU (Central Processor Unit) beyond the point of significant pay-
back.

. 5. THE ROLE OF COMPILER LANGUAGES

Several organizations have recently been studying the use of one or more high level
(compiler) languages for the development of airborne computer programs. These studies
have been motivated by the well known difficulties encountered in developing and con-
trolling airborne computer programs in machine language (or assembly language), coupled
with the knowledge that much less difficulty is encountered in developing rather complex
programs for land based machines using compiler languages. Many of these efforts have
narrowed their scope to a search for the optimum language (e.g., the specification of
SPL by SDC). Although these efforts are meritorious, it is erroneous to assume that the
identification of an appropriate language will alone improve the development cycle for
airborne computer programs. The more serious problem is the fact that the object code
created in the compilation process is invariably inefficient and an improvement in the
language will not substantially alter this process.

In 1962, Kearfott developed a NELIAC compiler for its L90 airborne computer. The language
was then used to develop an inertial navigation program and its use uncovered the two
problems which continue to limit the use of compilers for airborne computers, namely:

1) The continued dependence on the programmer to scale the fixed-point arithmetic
operations required. This process is error prone, difficult to document, and
is the dominant problem in processing requests for program revisions.

2) The inefficiency of the object code. Although this depends somewhat on the
structure of the compiler program, it is primarily dependent upon the archi-
tecture of the airborne computer.

The recognition of these important considerations had a significant effect on the choice
of computer characteristics recommended earlier in this paper. For example, the inclusion
of floating point arithmetic hardware is imperative for the effective implementation of
FORTRAN or any other algebraic language. Attempts to implement an algebraic language
without this hardware can only be accomplished in one of two ways:
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1) Use subroutines to accomplish the basic floating point arithmetic operations.
The speed of these subroutines will be approximately ten times slower than the
same operation accomplished via hardware. Although this speed penalty may be
acceptable for a few applications, it generally cannot be tolerated.

2) Eliminate floating point operations from the algebraic language. Since scaling
for integer (or fixed-point) arithmetic is the major problem in G&C applica-
tions, the resulting language will not provide a suitable solution to this
problem.

Other aspects of machine architecture should also receive careful attention if efficient
compiled object code is a design goal. For example, relocation of program segments
should be readily accomplished without regularly resorting to long instructions. The
elimination of fixed memory blocks or pages for short jump instructions is one step in
this direction. Also, the hardware/software convention for calling subroutines should
be carefully chosen, in particular the technigue for transmitting arguments (either by
name or by address or by value).

The provisions for pure code, which permits the development of reentrant subroutines, can
contribute to efficient object code. 1In fact, if reentrant subroutines are widely used,
substantial economies will be realized in temporary (scratch) data allocation. This
feature might well be copied by the algebraic compilers on large ground-based machines
which largely ignore this possibility (one exception appears to be the FORTRAN compiler
for the XDS Sigma 7 computer).

Even if all these precautions are taken, machine (or assembly) language programming will
still have its advocates, just as it did in 1957 when FORTRAN was first introduced. They
will claim that any compiler is somewhat inefficient and that this inefficiency cannot
be tolerated in their application. This objection, which will frequently be emotional
but just as frequently be valid, can easily be circumvented by designing the compiler
program to accept in-line machine code in symbolic assembly language. Consequently,
should a critical computation be compiled "inefficiently", it can be replaced by hand
written "efficient" coding. I'm sure many of you will recall that this technique was
widely used in early FORTRAN compilers for precisely the same reason. It should not be
necessary, then, to implement automatic optimization algorithms such as those used in

the 360 FORTRAN H compiler. However, these could also be developed whenever it is justi-
fied economically.

In brief, then, algebraic compilers should see widespread application to G&C systems once
the appropriate airborne computers are developed. If future airborne computer designers
do not provide the facilities necessary for efficient compiled object code, algebraic
compilers will continue to see limited service in the G&C field. v

6. CONCLUSION

Although time did not permit explicit consideration of many alternatives in airborne
computer architecture (microprogramming, parallel processors, stack operations, multi-
processing, etc.), the conclusions of this paper should not be considered tentative or
limited. The principal message lies in the considerations upon which the recommended
computer structure is based. This had largely to do with the flexibility of the computer
from the software viewpoint and the attempts to conserve memory via appropriate structur-
ing of the central processor unit (CPU). The specific structure discussed in paragraph
five should be considered more an example than as a specification. Any alternative
configuration that satisfies the same goals would be equally acceptable.

In this spirit, then, it is appropriate to conclude by summarizing the principal design
goals proposed, and to recommend their careful consideration in the synthesis of any new
computer design. The principal design goals include:

a) elimination of the scaling problem (via floating point hardware)

b) efficient use of memory (via short instructions and reentrant routines which
share scratch area)

c) use of protected meﬁory (via pure code which also facilitates reentrancy)

d)  subroutine relocation facxlltles (via pointer- registers and relative jump
instructions)

e) facilitate efficient compilation (via efficient subroutine calling sequence,
floating point hardware, reentrancy facilities).

Based on the hope that these factors receive due consideration, the computers developed

in the 1970's will significantly improve the problems heretofore encountered in developing
software for airborne G&C computers. A likely bonus is the proliferation of efficient
compilers for high level languages and their subsequent widespread use in developing air-
borne computer programs.
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SUMMARY

This paper describes a number of data-word and instruction-format factors that must be considered in selecting
a common word length in which both are stored. Examples drawn from avionic navigation computations are used to
illustrate the premise that variable word length arithmetic can be used to produce numeric results equivalent to those
produced by uniform word length arithmetic while reducing storage requirements substantially. Additional storage sav-
ings can result from use of variable length instruction formats. It is urged that additional emphasis be placed on de-
veloping techniques to use variable word length arithmetic and instruction formats efficiently.
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INTRODUCTION

One of the objectives of aerospace mission analysis is to identify and quantify the required onboard computer per-
formance characteristics. Typical characteristics include instruction execution times, data-word lengths, and storage
capacity. Such characteristics have a fundamental influence on hardware design. All too often, however, these charac-
teristics are determined by oversimplified and extremely subjective analyses. This has been true especially in the
determination of data-word length, where results of simulation studies have been tabulated as a 'word-length" require-
ment for various mission functions. 1) Such simplified studies, usually based on a single inviolable numerical imple-
mentation, imply that a uniform data-word length is required throughout all calculation. * This is not true. Also, pro-
gram storage estimates generally do not use the fact that many current generation aerospace computers employ instruc-
tions that are not of uniform length, and thus can store two or more instructions in the space required for one operand. @)
As a result, little emphasis has been placed on developing techniques that exploit variable precision arithmetic and
multiple length instruction formats to increase storage and execution efficiency. Because improvement in storage
efficiency potentially reduces hardware requirements, improves reliability, reduces power dissipation, or provides
growth for new functions, adequate word length and instruction format selection techniques must be developed.

DATA-WORD LENGTH

In the conceptual phase of design, the systems analyst must decide the degree of preciseness required of the
various measured or computed parameters so that overall system effecriveness is not compromised. Parameter errors
are attributable to two sources, (1) environment measuring devices and (2) numerical computation required to process
raw measurement data into useful results. The source over which control can most easily be exerted is the numerical
processing of measurement data. The software implementor's principal objective is, then, to implement the required
computational procedures so that the preciseness of computed parameters is not degraded. Generally, the error con-
tribution from numerical processing should be of the order of one percent of the error budgeted to any specific parameter.

All too frequently, statements such as the one which follows are heard: "To do inertial navigation, a numerical
word length of 24 bits is required.” Such statements are inaccurate and misleading, to say the least. Just how mis-
leading they are becomes apparent when one recalls that a Turing machine with a data word length of one bit is capable
of computing any quantity which is computable. What the statement should say is: "The way in which the numerical
process for inertial navigation has been implemented requires a data word length of 24 bits to insure a negligible error
contribution from compuation.” The key word in this statement is "implemented." Any method of implementation (and
there generally are many) which meets precision requirements can claim no more than to have established an upper limit
on the number of instructions and data-word length required. It is extremely risky to claim that any method of imple-
mentation has established a lower limit on either the number of instructions or data-word length.

One fact which is usually overlooked when "'word-length requirements" are specified is that, in general, the
numerical precision which can be obtained by almost any programmable digital computer is unlimited, regardless of
what basic data-word length is used. This can be demonstrated easily by merely appending successive data words to-
gether, with the understanding that the magnitude of the first bit of the second word is half that of the last bit of the
first word, and that the magnitude of the first bit of the third word is half that of the last bit of the second word, and
S0 on.

Representing a value by two and three data-words is commonly referred to as double-precision and triple-precision
respectively. All that is needed to complete the unlimited precision argument is the formulation of algorithms for ad-
dition, subtraction, multiplication, and division of multiple-precision operands in terms of single-precision operations.
This can be done in a straight forward manner, but the algorithms for multiple and especially divide become quite cum-
bersome for operands of more than two basic word-lengths.

Another facet of implementing a numerical process is the effective use which can be made of varying the precision
of arithmetic computation within the process. Nearly all precision analyses made to date have required the data-word
length to be uniform. However, it will be shown in a subsequent example of inertial navigation implementation that a
basic word length of 15 to 16 bits (including sign), when coupled with a very insignificant amount of double precision
arithmetic used exclusively in the accumulation of velocity and position integrals, produces results which are as precise
as those produced by an implementation which uses a uniform data-word length of 28 to 30 bits (including sign). There-
fore, since the implementation using the shorter operands and very limited double precision has established an ixpper

I wish to acknowledge the useful comments concerning variable format instructions made by William Patzer,
Senior Engineer, IBM Corporation, Federal Systems Division, Owego, New York,

* The discussion given here is based on the use of fixed~point arithmetic typical of nearly all present day aerospace
computers rather than on hardware-implemented floating-point arithmetic.



bound on required complexity, any implementation which requires a longer data-word length is wasteful of the computing
resource.

A digression is in order to demonstrate the variable precision arithmetic technique. In the evaluation of expressions
which define variables whose resultion must exceed that of the basic word length being used, the use of multiple pre-
cision is required. However, in most cases all terms in the expressions defining these variables need not be computed
with multiple precision arithmetic. Consider, for example, the expression for the approximate radius of the geoid as
a function of latitude. This expression can be written in series form, and ignoring terms of order e3 and greater is:

Re = Ro 1—(e—5e2/2) sin2 ¢ - (5e2/2) sin4¢> .

where R _ is the equatorial radius and e is the ellipticity of the geoid, and ¢ is latitude. The maximum error in the
truncateg series is about 0.428 feet at a latitude of 59°. The equatorial radius of the geoid is about 2.09 x 107 feet , SO
if an overall resolution of +2 feet is specified, a numerical word length of at least 24 bits is needed. However, the maxi-
mum magnitude of the term containing e is about 69, 600 feet and the term containing only e2 is about 588 feet. Hence,

a word length of only 16 bits is required to contain the term containing e, and a word length of 9 bits is required to con-
tain the term containing only e2. If the computer has a basic data-word length of 16 bits, it would be necessary to repre-
sent the radius of the geoid in double precision; that is, using 32 bits, It is evident, however, that each of the variable
terms can be computed in single precision and added to a constant term, stored in double precision, after an appropriate
right shift to align their binary points. The only double precision instruction required is ""Add".

To show the effectiveness of variable precision arithmetic, a typical north-slaved, altitude-damped aircraft inertial
navigator was implemented using fixed-point binary arithmetic. Double precision arithmetic was used only for the accu-
mulation of the velocity and position integrals. Data-word lengths of 15 and 16 bits (including sign) were used. The results
of this analysis are shown in subsequent graphs for the various word lengths on a typical 90-minute great circle flight at
constant speed and altitude, See Figures 1and 2. The errors shown are due solely to computation; the inertial platform
was carefully simulated so that its error contribution was negligible.

To contrast these, a second implementation of the same navigator was made in which all calculations were per-
formed with a uniform data-word length. Results for word lengths of 28 and 30 bits are shown in Figures 3 and 4. It can
be seen that the preciseness of the 16 bit implementation with double precision accumulation is equivalent to the pre-
ciseness of the 30 bit solution with no double precision. (The rapid variations in speed and velocity-heading are due to
the resolution of platform velocity-meter inputs, which was 0. 03 feet per second.) It is obvious that significant storage
savings can be made using the 16 bit word length with limited double precision. An even more important result is that
only 16 bit arithmetic need be implemented in hardware.

Results of this nature are typical for nearly all aircraft and spacecraft problems including navigation, platform
alignment, calibration, etc. Even for Loran na@igation, where the quality of raw measurement data would require a
data-word length of about 24 bits, extensive 24 bit arithmetic is still not generally required, but is used in critical
calculations only. It is estimated that between 80 and 90 percent of all aircraft and spacecraft data processing computa-
tion can be performed with data-word lengths no longer than 15-16 bits. Shorter word length would require much more
extensive use of double or multiple precision arithmetic; longer word lengths would squander computing hardware.

INSTRUCTION WORD LENGTH

When selecting word lengths one must also consider instruction formats and the possibility of using variable length
formats, since instructions must generally be stored in the same length words as data. However, instruction format
selection is not without its pitfalls. If the instruction format is too short, operand addressing limitations are imposed.
To circumvent those limitations increased use must be made of indexed addressing, which is usually accompanied by a
performance loss. A format that provides little used addressing capability is a poor choice because it is wasteful of
instruction storage space. With the number of logic circuits held constant, a trade-off exists between variable instruc-
tion format lengths with improved storage efficiency or uniform instruction length with higher performance. A small
investment in additional circuits can often maximize improvement in storage efficiency and minimize degradation of
performance.

A word length too short to permit storage of two or more instructions per word, yet longer than that required for
a single instruction, would also be a poor choice. The word length must be selected to minimize total storage require-
. ments, instruction and data, without unduly sacrificing necessary processing speed.

STORAGE EFFICIENCY

Figures 5 and 6 represent the storage and execution "efficiency" of a fixed-point computer as a function of basic
data-word length when applied to a typical aecrospace data processing job. I is assumed that the magnitude of the data
processing job is invariant. It is also assumed that each implementation produces results of sufficient or more than
sufficient preciseness to meet system requirements. It is assumed that the same basic instruction set is used through-
out; only the data-word length changes. It is also assumed that more instruction executions are required to perform
double-precision operations than single-precision, but that the instruction storage required to invoke each double-pre-
cision arithmetic subroutine is, at worst, no more than twice that required for a single-precision arithmetic operation.
The rather modest amount of instruction storage required for the reusable multiple-precision arithmetic subroutines
is assumed to be small compared with total program storage.
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Figure 5 shows the number of instruction executions required as a function of the basic data-word length, When
the data-word length is 1 bit, the implementation is that of the Turing machine. This implementation is least efficient
in terms of the number of instruction executions required to do a specific jocb. As a word length increases from 1 bit,
the number of instruction executions required decreases. This decrease continues until the data word length is large
enough so that no double precision operations are necessary and the number of precision-motivated scaling shifts has
decreased to zero. For most aerospace applications the number of double precision operations required will have dropped
to zero with a data-word length of 30 bits or greater. The number of precision-motivated scaling shifts may decrease
slightly beyond that point but not significantly.

Figure 6 represents the data storage required as a function of the basic data-word length. For basic data-word
lengths greater than 30 bits, storage size increases linearly with the word length to accommodate the longer data words.
The significant upward increment in storage capacity near the 30-bit word length represents the necessity of including
more double-precision operands to maintain the required degree of preciseness. From 30 bits, the curve varies roughly
linearly as the word length decreases to approximately 15 or 16 hits. Below 15 bits, the curve expands upward due to
the use of multiple precision arithmetic. As the data-word length decreases to one bit, the storage required for data
approaches the theoretical minimum typical of the Turing machine. But as the word length approach this limit, execu-
tion efficiency greatly decreases because of the excessive number of storage references and data-word manipulations
required, as mentioned above.

CONC LUSIONS

In selecting a data-word length for a particular computer, one must study the application to determine the relative
impertance of computing speed versus storage efficiency. Long data-word lengths can be a poor choice since their
manipulation requires excessive computer logic circuitry; also they can produce numerical results of superfluous pre-
ciseness and hence use storage inefficiently. Shorter data-word lengths may require use of double-precision arithmetic
algorithms thereby reducing computing speed. Too short a word length can require extensive use of double-or multiple-
precision arithmetic with an excessive penalty in computing speed. The optimal data-word length must consider all of
the factors mentioned and include consideration of the efficient storage of computer instructions within the same memory.

Double- or half-precision arithmetic operations must be considered in determining a nearly optimal data-word
length. Highly subjective "precision-analyses' employing a single numerical implementation of the problem in question
and utilizing a uniform data-word length will always result in an excessive specification for the required data-word length,
and should therefore be regarded as nothing more than a means of establishing an upper limit on requirements.

To insure efficient utilization of non-uniform data-word lengths and instruction formats, programming aids must
be developed to optimize format selection for operational programs.
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SUMMARY

This paper examines the favourable changes made possible in avionic systems by the ready
availability in the 1970's of low-cost, single or limited task processors. However, such availability
has certain dangers and the need to optimise the avionics with regard to the functional requirements
of particular systems, e.g. flight control, navigation, etc., rather than attempting to treat the

avionics primarily as a computing system, is emphasised.

Also examined are the system requirements of airborne data processors in the areas
of navigation, weapon delivery, flight control, engine control, air data and displays. From this

examination, three different generic types of processor are derived.

One of these generic types, a small control processor, is examined in detail and the
various analyses and trade-off studies carried out to determine its structure are summarised.

The hardware implementation of this machine is then discussed.

Finally, a comparison between a 'distributed computer' avionics system using a number of
these machines on a large,centralised multiprocessor system is made. From this comparison it
is shown that the distributed system has a number of important advantages and is a more flexibie

and cost-effective solution for avionics systems.
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THE CASE FOR SPECIALISED SYSTEM PROCESSORS IN

AIRBORNE INSTALLATIONS

SECTION 1 — GENERAL.

The high rate of technological advance in digital techniques makes it unwise to be too
dogmatic about absolutes in choice of system mechanisation, technology, order code and so on. Many
of these are a matter of near religious conviction although it must be admitted that the religious fashion
changes often abruptly. In the belief that we are now in a permissive era I would like to get down to
some plain basic facts which relate the processors characteristics to the specific requirements of
airborne systems and which relegate the computer from the role of an all demanding all worshipped
god to an orderly well behaved moronic hand~servant to the aircraft designer.

Historically, airborne digital computers have been associated with the concept of a centralised
installation in which a large number if not the entirety of the major computational processors required
in the aircraft were performed in one computer or one computing complex.

In the early days of airborne computers some 12 — 14 years previously, the reason for this
addiction towards a centralised complex was primarily an economic one. Early airborne computers
using discrete semi~conductors or even vacuum tubes, reflected the then high cost of scientific and
industrial machines. Consequently, if one particular problem for example inertial navigation, required
the application of digital techniques and the use of a processor there was inevitably a tendency to apply
the processor to as many different tasks as possible in order to get as much economic benefit as
possible from what was undoubtedly a very expensive piece of equipment.

However, the concept of the centralised computer performing a multi~task role offended
both practically and theoretically against the well tried concepts of ensuring aircraft safety and integrity
by means of either similar or dissimilar redundancy. Many aircraft designers faced with the proposal
for a single centralised processor for all major aircraft tasks quite rightly rejected it on flight safety
grounds.

The proponents of the centralised large computer approach countered this rejection by the
proposal for a multiplexed centralised computer complex in which the computer is still used in a multi~
task role, but integrity is allegedly ensured by use of a multiplexed redundant computer and interface
complex.

Such approaches seem to us at Elliott to fail to recognise that the purpose of the avionics
in the aircraft is to serve the needs of the aircraft and its systems rather than in the case of the
centralised computer complex to bias the aircraft and system requirements in favour of a data process—~
ing philosophy. It is impossible to over-emphasise this point. Many people nowadays, particularly
the specialised system engineering groups refer to the concept of computing systems or the computer
network as though the prime requirement was to obtain a completely rationalised and idealised data
processing system.

I would stress as strongly as possible that the prime requirement is to achieve the most
cost effective aircraft and its associated navigation, flight control, air data, display and other sub~
systems. The data processing capability of the digital computer is merely a tool by which the specialist
system designer be it for navigation, flight control or whatever achieves the computational requirements
of his particular systems,

This necessary emphasis upon the requirements of the system negates many of the arguments
for the centralised computer complex. As shown in Section 2 different systems have very different
computational requirements some such as navigation requiring relaxed high precision working whereas
others such as displays require relatively low precision at a high work rate. A centralised computer
which would have to meet the most demanding accuracy as well as the most demanding speed require—
ments would in many instances over-kill the computational requirement for particular individual
systems. This fact and others such as differing integrity requirements for different systems which are
examined in more detail later, indicates the dangers of approaching the mechanisation of aircraft
computational requirements from a data processing system viewpoint rather than from the viewpoint
of the system requirements themselves.

Unfortunately, in the early stages at least airborne computer design groups tended to
spring from engineering groups who had previously been associated with the design of scientific or
other ground-borne machines rather than from designers of airborne equipment. This ground equipment
ancestry has in some instances led to the apostolic attitude in relation to the data processing system
as an end in itself rather than as one facet of the several means to that end. Furthermore, the initial
scarcity of aeronautical equipment designers in the early airborne computer groups led to an emphasis
on the design of the airborne computer as a computer with a large 'C' rather than as a system element
which emphasis has in some instances continued until fairly recent times.
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Fortunately, today the widespread availability at low cost of digital components has enabled
a much more realistic view to be taken of the design of airborne processors. First and foremost it has
proved possible to build individual digital single task processor units which are directly cost and weight
compatible with their individual analogue counterparts. Thus there is no longer the necessity to inject
multi—tasks into a computer to justify its cost which is now directly comparable with the analogue
computation element which it replaces.

Furthermore, the increasingly widespread availability of such techniques as computer
aided design and simulation of integrated circuits, logic and stores has enabled a lot of mystique to be
removed from the design of digital processors. It is now quite feasible to consider the design of
specialised processors in accordance with the particular requirements of individual systems rather than
the steam age approach to trying to fit one processor to many different applications. Of course, in a
situation in which a number of individual single task computers replace the single or multiplexed central
computer, the smaller computers, whilst not identical would have many familiar similarities in terms of
the type of micro—circuit and constructional standards employed. There will also be some form of
resemblance, though not necessarily compatibility in their order code. As shown later airborne
computers which may be produced in large numbers for one single defined task differ greatly in the
hardware and software trade—off from ground-borne computers which must be capable of being readily
programmed for a wide variety of different applications for which they are usually supplied in relatively
small numbers.

This note, therefore, examines firstly the requirements of the various avionic systems and
secondly one of the generic type of these new specialised digital processors which tend to meet these
requirements. Some indication is also given of the relative cost and system effectiveness of the ‘
specialised system processor approach. Note though that the specialised system processor will probably
still be a general performance machine rather than the centralised computer approach. ‘

SECTION 2 — AVIONICS SUB-SYSTEM REQUIREMENTS

Considering first of all the general requirements for any avionic system we have in general
to specify requirements of accuracy and resolution, speed or bandwidth, reliability and integrity and in
addition we must decide upon the most economical way in which these requirements can be met. In
addition, to these basic requirements, with a digital system in particular, we must examine carefully
the interfacing requirements and the programming task involved in establishing the software for the
computer,

Considering the main system blocks in an advanced military aircraft we find the following.
2.1 Navigation

Navigation sub-system requirements for single task processors are usually related to the
provision of individual special processors for individual sensors requiring extensive computation. The
best known example is, of course, the inertial navigation requirement where the accuracy of digital
computing is required to maintain the accuracy of open loop integration and the various processor terms.

Two choices of processor are available., When the processor is intimately involved with the
inner platform control loops including the actual torquing pulses for gyro and accelerometers there is
a high premium on speed coupled with an 18 to 24 bit word length requirement for accuracy. Storage
requirements are also increased somewhat. On the credit side there is a reduction in the intimate
platform electronicsandan overall simplification of the system. The other choice is to have a separate
and relatively self-contained intimate platform electronic unit which will probably also house the
analogue digital convertor and the appreciably slower computer which has the same word length accuracy
requirements and a slightly lower storage requirement., Although this gives a slightly higher system
cost it has the advantage of allowing independent operation of the platform as an attitude reference in
the event of computer failure and it also can offer simplification of the navigation processor. In each
case this processor calculates present position from accelerometer and heading inputs, provides the
necessary platform precession terms, carries out the necessary system mode management and
switching sequences, executes the gyro compassing phase and provides overall sub—-system self—check.
Additional modes which may often be included are waypoint and target storage and associated steering
calculations and sometimes Kalman Filtering mechanisation. Generally it seems cost effective to put
steering and waypoint storage in the special navigation processor but to reserve Kalman Filtering for the
overall main system integration computer. ' -

The inertial navigation processor with the desirable characieristics would have an 18 to 24
bit word length and would have between 4,000 and 6,000 words of storage depending upon the elaborations
or modes and outputs over and beyond the basic present position and steering modes which can usually
be contained in a basic 4096 word block.

Note, however, that read only memories rather dilute the importance of binary power ~
intervals of store capacity. -
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Speed requirements vary according to the system mechanisation chosen. If a parallel
computer is used including the intimate platform functions a one micro-second store access time with
better than three micro—second add time seems necessary.

The less demanding speed requirement can in fact be met by a serial computer with much
slower speeds. If, however, a parallel computer were used in the interests of commonality the store
access time would be in the six to ten micro—second region since reduction below this figure would not
give any further cost advantages at 1970 technology.

A processor of this type is very suitable for such complex radioc navigation aids as Omega
involving timing and hyperbolic transformations. The lower level of complexity processor, probably
serial, is also directly applicable to Doppler VOR area nav. TACAN and similar radio navigation aids.

The correlation, compounding, filtering etc, of the various individual navigation sensors is
carried out by the main systems integration computer referred to below which receives processed data
from the processors of the various sensors, This computer also acts as a central storehouse and data
distribution centre for all of the processed data from the various sensors. However, if the main
computer should fail the crew still have directly available to them the individual processed data from
individual sensors albeit in an uncombined or unfiltered form,

Because of this variety of navigational information normally available in a modern aircraft
failure of a part of the navigation sub—system does not, in general, have any immediate effect of the
safety of the aeroplane so that it is not necessary to have complete redundancy in the sensor/processors
sub—-systems for navigation. Such redundancy as is required is given by the alternative navigation
sensors available and by increasing the crew workload in the event of a failure in the main computer
system,

2.2 Weapon Delivery

Turning now to weapon delivery for military aircraft this sub—system requires solution of the
ballistic equations for a wide variety of different weapons and computation of the release point based
upon the range information from such sensors as radar, laser etc,

The accuracy requirements in general are not as great as navigation due to the more limited
range involved in the weapon delivery computations so that satisfactory accuracy can be achieved with
shorter word length. In general weapon delivery accuracy can be achieved with 12 - 16 bit word lengths
albeit with some double length working,

The speed requirements, however, are very much greater and whereas with navigation an
iteration rate of about five times per second is generally adequate, the iteration rate for weapon delivery
increases to about 40 — 50 times per second.

The integrity requirements on the overall weapon delivery system are, of course, stringent
since the possibility of accidental weapon release must be minimised. This integrity is normally
achieved by having safety interlocks so that the system is only operational when armed by positive
crew action immediately prior to an attack.

2.3 Flight Control

The requirements of flight control systems are covered in detail in another paper. In
general, however, the accuracy required is limited to approximately 12 bits. For the outer loop control
functions the speed requirements are moderate (approximately 20 — 30 iterations per second is the
highest rate required) whilst for inner loop control, extremely high iteration rates are required
(possibly even up to several hundred iterations per second). The integrity requirements vary depending
upon the part of the flight control system concerned. It may be satisfactory to have a single lane for
some of the outer loop control functions whilst the stability duggmentation and any terrain following
systems require multi-lane fail safe or fail operative redundant solutions. The Flight Control system
requirements are thus complex, and must be considered in detail. This is done in Mr. R.W, Howard's
paper given at this meeting to which I refer you.

2.4 Engine Control

Engine Control has broadly the same problems as flight control with similar accuracies and
similar integrity requirements., When used in an outer loop mode or organisational control the computer
tends to require lower speed but larger store capacity and when used in an inner loop control such as for
re~heat or acceleration control the speed requirement is increased and storage requirement reduced
somewhat.

2,5 Air Data

Air Data computation calls for the solution of complex functions at reasonably high iteration
rates at between 20 and 50 per second. The accuracy requirements again are of the order of 12 bits since
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once again this is the accuracy with which we are able to extract the basic sensor information and it is
obviously not worthwhile computing to any higher degree of accuracy than that sensor information.

The integrity requirements of air data are again complex. For display purposes the integrity
is usually provided by having standby instruments and having, within the basic flight instruments normally
driven by the air data computer, alternative means of driving that instrument. Redundancy may, however,
be required to satisfy stability augmentation requirements.

2.6 Electronic Displays

The computing requirements for displays again usually require high—speed computation, for
example on a Head-Up Display 50 iterations per second are required to avoid flicker on the cathode ray
tube, and as such displays are more and more becoming the primary flying instruments in the aircraft
the amount of data required is increasing. Accuracy again is equivalent to a 12 bit word length, the
accuracy being dictated in this case by the accuracy with which the data can be positioned on the face
of a cathode ray tube. Integrity once again is usually satisfied by having alternative display configur—
ations rather than by redundancy of the basic display.

2.7 Main Computer

Finally, I must consider the computer for the function which is generally known in today's
circles as the main computer, formerly known as the central computer, when the computer tasks envisaged
did not extend into flight control and other areas. This computer generally performs what is known as
the Nav, Attack function and its main purpose is to integrate the outputs of the other sub~systems such as
navigation and displays in such a way that large amounts of data can be transferred, correlated, compared
etc, between the various sub—systems within the aircraft, The function of this Nav. Attack computer,
whether in an aircraft with primarily analogue or primarily digital computation for the sensors and
control functions, is to provide the centralised source of the best possible information derived from
these different sub—systems to be used in the navigation and attack functions. Thus, for example,
the Nav, Attack computer would produce the ground stabilisation and pointing signals for the Low Light
Television and Laser Ranger which it would in turn derive from the inertial navigation and possible
trecking radar sub—systems. Similarly, the Nav. Attack computer would probably organise the display
format mode change which must necessarily take place when moving from the en route phase to the
attack phase of the mission and would also generate much of the data in terms of navigation, position,
weapon state etc, which would be passed to the display processors for generation as display formats on
the different surfaces.

This type of integration and management task requires computer word lengths of the order
of 18 — 24 bits with a fairly large store and, because of the timing requirements associated with a multi~
task type function in this instance, the speed of the computer is more comparable with that of the control
processor than the navigation computer previously considered.

It is important to note that although this larger main computer is carrying out an integration
tagk, failure of the computer does not affect the integrity of the aeroplane since all of the information
which it uses is still available in a semi—processed form from the other sub—systems — navigation, air
data ete, in the aircraft. The crew are, therefore, still able to use this semi—processed information,
albeit with a higher degree of crew workload even though the integration and correlation function on the
main computer may be lost due to computer failure., This gives a welcome form of dissimilar redund—
ancy which may be further improved in later systems by a degree of task sharing between the different
processors using the serial data transmission systems which nowadays is a common feature of advanced
military aircraft.

We have so far considered relatively slow, high—precision computers for navigation purposes,
high—speed and lower precision computers for weapon delivery, flight control and air data, and displays
where the accuracy in a computation is necessarily limited by the requisite accuracy of the inputs and
outputs and the larger main computer for overall system integration and management where both
high accuracy and high—speed working is necessary to cater for its multi~task role. The problem
of attempting to meet all these requirements in an efficient manner in one or more large centralised
computers is obviously an extreme one. Instead, rationalising these needs to basic aircraft functional
requirements leads to.three major types of data processor which could be used in future aircraft
‘systems as shown in Figure 1, These are characterised as Management, Control and Sensor processors,

The Management processor is essentially a large, fast, powerful computer useful for
carrying out combined navigation/attack/management computing, or as a tactical processor.

The Control processors are smaller, less accurate machines and include as examples
small inertial navigation processors, display processors, flight and engine control processors and
weapon delivery processors,

Sensor processors include air data processors, fuel measurement system processors etc.

I would now like to concentrate upon the control processor application to indicate the
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machine thinking behind one of these types of specialised single task processors.
Figure 1

FUNCTIONAL REQUIREMENTS

Parameter

Management Processor

Control Processor

Sensor Processor

Store Capacity
Store Type

Data Word Length (bits)
Add time
Multiply time

Direct store
Access Requirements

8K - 64K words
Variable

18 - 24
< 3usec
< 9usec
’I"o whole store from

large number of input
channels

2K - 8K
Fixed or Variable
12 - 18

< 3usec
< Yusec
To restricted.

Section of store from
limited number of

< 4K
Fixed + data store
12

Variable may
be either serial
or parallel
computing

To data store only

input channels

SECTION 3 —~ DESIGN REQUIREMENTS FOR A CONTROL PROCESSOR

The basic requirements for an airborne processor can be shown in Figure 2.

Figure 2
OPERATIONAL REQUIREMENTS
® FUNCTIONAL — Speed, capacity, technical suitability for task
® ENVIRONMENT — Suitability for airborne role
° RELIABILITY &
MAINTAINABILITY - Overall equipment availability, testability, ease of repair
L INSTALLATION — Size, weight, cooling requirements, power requirements
[ ) COST — Minjmum first cost and cost of ownership

Considering first of all the functional requirements, the speed of the machine is obviously
of importance and the order of speeds required can be illustrated by the following simple example.

If we assume that we have a programme length of about 4,000 words which is fairly typical
for a control processor fask and this programme must be cycled at 50 times per second, this means.
that in every second 200,000 instructions must be obeyed. Making the further assumption that 70%
of the instructions are additions or the equivalent to the additions in terms of time and the remaining
30% are multiplications or their equivalent and that a multiply takes four times as long as an addition
then the resulting addition time is 2+6 micro—seconds and the multiply time is 11 micro—seconds. This
is a relatively trivial example and, in fact, much more detailed analyses are carried out to establish
the requirement, For the purposes of this example, however, the numbers generated are suitable.

This speed implies a fairly fast computer. Analysis of the word length requirements
indicates that in general with the types of sensors available a word length of 12 bits is suitable for
accuracy and resolution requirements. This is not to say that 12 bit words are necessarily the most
suitable for instructions. The instruction requirements will be discussed later.

The remaining requirements are largely self-explanatory. Obviously, the equipment must
operate in the aircraft environment and the reliability and maintainability requirements have to be met.
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These requirements are, in fact, becoming far more stringent and a great deal of attention
must be paid to achieving them during the design phase.

It goes without saying that we are extremely concerned with the size and weight and cost of
the basic computer,

SECTION 4 — CHOICE OF INSTRUCTION SET

Having decided upon the basic requirements of the machine it is necessary to examine the
instruction sets required. Since this choice is an important factor in deterrmmng the cost of the
complete machine very detailed trade—off studies must be carried out.

One of the first trade—off studies which has to be done is a trade—off between hardware and
software, Basically, if the processor has an extremely powerful order code with higher level languages
and other features programming becomes easier, but more hardware is required to implement that
order code. If we consider for example a general purpose computer for scientific usage with a wide
variety of different tasks during the lifetime of the computer then software is an extremely important
factor in the total cost of ownership of that machine. It is thus extremely important to be able to
programme the machine in an economical manner. With an airborne computer, however, used in a
large number of identical systems in the production aircraft series the programming need only be
carried out once during the system development phase. For airborne computers, therefore, there
are appreciable cost savings by economising on hardware and order code complexity and using skilled
system engineer/programmers for the one time non—recurring programming task. This is shown in
Figure 3 in which the system unit cost for large numbers of identical systerns greatly benefits from the
reduced amount of hardware required even though initial programming was more costly.

Because of this software costs are much less important than is normally the case and a
different mix of hardware and software is required. Figure 4. With the increased hardware percentage
content of the total cost of ownership we are concerned with reducing the amount of actual hardware
involved and to do so it is necessary to restrict the instruction set,

Considering the instruction set in some detail, an examination of a typical computer instruc—
tion would indicate that this is broken down into three parts. Figure 5. First of all we have a function
code which is typically 4, 5 or 6 bits depending upon the extent of that code. The second part is the
mode of operation and can consist of 1, 2 or 3 bits.

The final part is the address or displacement field and this can be anything from 7 bits
upwards depending upon the type of addressing used.

Figure 3
HARDWARE v SOFTWARE
Unit
Cost

___ Simple programming task,
complex hardware

More difficult programming
task, simpler hardware

50 100 150

No. of Systems
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Figure 4
HARDWARE v SOFTWARE COMPARISON

Cost of Ownership Breakdown

40% Hardware 1 709

Application
1 40% / Software \'
5%
1 20% | Operation -] 25%
and Maintenance
Ground Based Airborne
Computer Computer
Figure 5
BASIC WORD FORMAT
F M D
F = Function 4,5 or 6 bits
M = Mode 1,2 or 3 bits
D = Address 7 or 8 bits for relative addressing or displacement

13 to 16 bits for direct addressing field

Minimum word length is 12 bits

ie 4 bit function
1 bit mode
7 bit displacement

Therefore 12 bit instructions should be used to give minimum hardware provided the various
parts (ie FMD) of the instruction are sufficiently flexible for airborne use.

An examination of the minimum number of bits required for each of the three parts gives
a word length of 12 bits and since as I have already indicated we are concerned with minimisation of
hardware this is the word length which should be used provided it is sufficiently flexible to carry out

the tasks envisaged.

Considering first of all the 4 bit instruction code this gives us a minimum of 16 instructions
and this can be expanded by the use of the other parts of the instruction word to give additional 'address—

less' instructions.

Analysis of a wide variety of airborne programmes for various computers indicates that
the instructions used in Figure 6 are the most widely used and that any additional instruction would
be used less than 1% of the time. This would indicate that for airborne programmes a 4 bit instruction

code is sufficiently flexible.

Examining now the mode section of the word, one of the chief uses of this is to provide
multi~accumulator and index register capability. Again an examination of the utilisation of instructions



7.8

Figure 6
CHOICE OF ORDER CODE - 4
Utilization
0 0
10 4 ' 10 4
Write Write
20 4 20 |
30 4 : " 304
409 Read 404 Read
Percentages
Mult.
50 50
604 Mult, 604 Add
Shift
70 70
Negate
Jump and Add
804 dJump
801 s
Jump if Ne
P g Divide
Add 90 Jump if Neg
904 Modify / Subroutine Entry
Subtract / Collate
.. . Jump if Zero
Divide :ﬁ Input/Output
Count
a——— Count
100 40-50 100 «——— Store E. Reg
Other instructions
VERDAN MCS 920

in airborne programmes indicates that a large proportion of the time is taken up by load and store
instructions. This is, in fact, typical of single accumulator machines and the method of reducing it
is to go to multi-accumulator operation,

However, a detailed analysis of the control processor tasks for this type of computer
indicates that only approximately 15% of storage locations are saved by having multi-accumulator
operation. Since multi-accumulator operation would require the word length and hence the storage
- cost to be increased by more than 15%, it does not seem worthwhile for these special purpose applic—
ations and a single accumulator system is, therefore, chosen.

The final part of the instruction word is the address field and with a seven bit field a page
of 128 words can be addressed. Using a mode bit enables two separate 128 word field to be addressed.

Each additional bit added enables the size of the address page to be doubled so that for
example,with a 13 bit address 8,192 words are available on the page.

To utilise the complete storage capability of the machine a pointer register indicating
the page address must be used and this must be set to a new value every time the page changes.
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To decide upon the effectiveness of a 128 word page a detailed analysis of airborne pro—
grammes using this size of address field in comparison with the same programmes written for a
machine capable of directly addressing 8,192 words of store, it was found that the programme size
increased by only a few percent and thus having a restricted field did not seriously affect the flexibility
and economy of the machine.

Because of this it becomes apparent that a 12 bit instruction word is sufficiently flexible
for the order code for the applications under consideration. This consideration together with the
inherent limitations on input data accuracy and the lower accuracy requirements of closed loop systems
justifies the choice of 12 bit word length for minimum hardware in low cost specialised control
processors,

SECTION 5 — CHOICE OF HARDWARE CONFIGURATION

Having decided on the architecture of the machine, it is necessary to consider its hardware
structure. The continuing reduction in logic cost has made the storage media the critical hardware
element in the computer.

The most widely used storage media is, of course, ferrite cores. These have been with
us for a long time now and are a safe solution to the storage problem. They have, of course, some
disadvantages; it is difficult to operate them over the temperature range encountered in an aircraft
environment and the price of such a store is high in proportion to the rest of the machine.

Bulk integrated circuit random access stores are now becoming practical as a result of
the continued development of M.O.S. technology and such stores are now a serious contender for
future applications. The great advantage offered by these devices is, of course, a potential significant
price reduction as the learning curve of manufacturing such devices progresses.

Against this, it must be remembered that integrated circuit stores, by their very nature,
are volatile and thus unless precautions are taken a power supply interrupt can cause the loss of the
programme. These precautions can take the form of either a sustaining standby power supply or an
airborne programme loader,

In essence, however, for most airborne applications, only very limited programme changes
would be expected during the life of the aeroplane. This, coupled with store integrity requirements,
makes it generally preferable to consider fixed storage techniques. In the past such stores have been
rope core stores, and now M.O.S. read only memories are the preferred storage medium. Such stores,
however, only answer part of the storage requirement and in integrated circuit scratch pad store is also
necessary. This can be either bipolar or M.O.S., depending upon the application. To this end it is now
our practice to split up the storage requirements into programme store and data store, normally
utilising the two types of technology mentioned above., This gives us an immediate increase in flexibility
of design and a much greater capability for processor design optimisation to meet a specific require—
ment.

The introduction of integrated circuit elements and latterly Medium Scale and Large Scale
Integration elements has greatly reduced the size and weight of the logic section of the computer.
Currently, the best technology to use in the logic section appears to be the use of standard production
M.S.I. elements with special hybrid packaging techniques, using standard chip elements, when size
penalties might otherwise occur. Because of the relatively small size of the logic section the use
of M.S.I. as opposed to the more glamourous L.S.I. technique has very little effect on the overall size
and weight of the processor. It does, however, give an appreciable saving in cost compared with the
L.S.I. elements particularly when 'discretionary wiring' techniques are used.

Circuit elements are assembled on multilayer boards with multilayer mother board inter—
connections, Particular care must be given to thermal design and elaborate computer modelling should
be used to eliminate high operating temperatures on components and to ensure high reliability design
and operation. Figure 7.

Figure 8 shows the achievable targets using 1970 technology for the control and manage—
ment processors of the type discussed here. Note that the weights and sizes include some interface
and also the power supplies. I am sure I am not alone in bemoaning the fact that creative engineers
prefer to design advanced technology items and that power supply design being an unglamourous
backwater is finding it difficult to attract sufficient talent to keep it in step in size and weight with
the startling reductions made in the processor proper.
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Figure 7

DISPLAY PROCESSOR SHOWING HEAT SINKING ARRANGEMENTS ON A COMPUTER CARD
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Figure 8

SIZE & WEIGHT

Management Processor Control Processor¥ Sensor Processor#*

Weight including (16K store version)

Powet Supply #tors 25 - 30 1b 15 1b 10 - 15 1b
and essential interface
Size
1 ATR short 1/2 ATR short t/4 - 1/2 ATR short

* NOTE: These sizes and weights are for the processors packaged as L. R.U.s, The design
is such that they may be packaged as part of a larger L.R. U.

SECTION 6 - SPECIALISED VERSUS CENTRALISED PROCESSORS

1 would like to conclude this paper by considering a case study of an aircraft system using
a centralised multi-computer system compared with the same aircraft using distributed specialised
processors.

Consider the systems shown in Figures 9 and 10.

Figure 9 shows a hypothetical military aircraft system employing two large management
digital computers which are responsible for performing all of the navigation, fuel management, autopilot,
air data and weapon delivery functions.

In this system there are 2—8,000 word 18 bit, 1 micro—second cycle time computers together
with a display computer of the type previously described, the reasons for which will become obvious
in a moment. There are also two quite elaborate interface units associated with these computers.

Figure 10 shows a distributed computing system in which there is only one main computer
which works in association with distributed computers performing the navigation, autopilot, air data
and display computer functions.

In this system the main computer carries out weapon delivery and fuel management tasks
and provides the overall command and control functions for the remainder of the system when the
pilot does not wish to exercise individual human control of each computer element.




Figure 9
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Comparison between the two systems evokes the following points:
i) Programming

Anybody who has been concerned with the commissioning and operation of advanced
digital systems will appreciate the problems involved when a large number of tasks are combined
in a single digital computer programme. Changes in individual tasks often demand a complete
re—packing of the programme and when changes are introduced sometime after the original programme
has been written, the original personnel may not always be available and a considerable hiatus may
occur, One or two air defence systems have shown evidence of this,

On the other hand, if the programming load can be distributed between individual computers,
the programme is both easier to write and understand since it relates to one task only and it becomes
a much simpler matter to carry out the initial programming and maintain adequate software control
throughout the life of the project.

Although this may seem a small matter the success of many digital systems is dependent
upon the intelligence and understanding of the associated software and anything which can be done
to simplify this brings considerable benefits in both the development and operational phases.

ii) Iteration Rate

Although the larger computers can store considerably larger amounts of information in
terms of data and tasks to be performed it remains a fact of life or computer engineering that the
speed at which they can perform these individual tasks is no faster than the speed of the smaller
computers,

Therefore, if the large central computer is performing four tasks say, and a smaller
computer performing one, the larger computer can only produce an iteration rate or frequency
of solution, 1/4 that of the smaller computer.

Since many of the tasks which we are now considering suitable for digital control such
as the Automatic Flight Control System, are dependent upon a high solution rate for stability, e.g.in
the terrain following mode, it follows that the central computer can only be used for these high
band-width tasks provided it is relieved of its other task functions.

In the dual central computer system illustrated it is obvious that the computing require—
ments of the aircraft demand the full time usage of both computers and it is not generally possible
to consider a condition where one computer is unloaded merely because it has to concentrate on a
high band-width task. ’

On the other hand, if individual small computers are performing the different high
band-width tasks they can allocate the whole of their computing cycle time to their particular function
and this very real limitation is removed. The most demanding areas for computing time are the
display generation and the autopilot control tasks, and it is noteworthy that in the system considered
even the multiplex central computer was unable to perform display calculations at an adequate rate
for the system under consideration, and the use of a special additional computer was necessary even
though the storage capacity of the central computer was adequate.

In the systems considered on a purely cycle time basis, the dual central computer system
was unable to perform anything other than simple heading and height holding autopilot functions and very
limited air data information capability, as opposed to the distributed system in which full autopilot
functions including terrain following the full air data capability were achieved.

It is interesting to notd that recent simulation and analytical work on digital control systems
has shown the need for far higher iteration rates for inner and outer loop stability than were at first
envisaged and indicate the importance of computing speeds in this particular application.

iii) © Weight and Volume

The weight of the computer and interface elements of the centralised computer system are
183 1b. compared with 174 1b.for the distributed system and the volume of the centralised system is
4+6 cu.ft. as opposed to 3+9 cu.ft. in the distributed system.

On this basis neither system has any clear advantage over the other.

iv) System Integrity
The function failure rate, i.e, the mean time between complete failure of a particular function

is approximately twice as good on the distributed computing system because the individual distributed
computers being less complex have an appreciably higher mean time between failure.



There is, therefore, a significant gain in both the operational capability and the maintenance
requirements in favour of the distributed computing system.

v) Cost

The first cost of the computer and interface elements of the centralised computing system
is £63,000 compared with the £49,000 of the distributed computing system. There is, therefore, a
30% cost advantage in favour of the distributed computing system and this is also reflected when
account is taken of the spares and operational maintenance cost of the system in service. This is
probably the single greatest advantage of the distributed system.

Figure 11 summarises the advantages of the distributed as opposed to the centralised
computing system. Although the absolute ratios of one system over the other may be queried, I believe
there is sufficient indication from the studies carried out to date, which I have not time to produce in
detail here, to indicate that at this moment of time in development of airborne digital systems, distributed

computing systems offer much more advantageous methods of applying digital control in aircraft than the
hitherto favoured centralised system. '

Figure 11

CENTRALISED v DISTRIBUTED COMPUTING SYSTEMS

Centralised Distributed
Programming Demanding Relaxed
Iteration Rate Restricted Satisfactory
Weight 183 1b 174 1b
Volume 4. 6 cu, ft. . 3.9 cu. ft.
Integrity 1.0 2:0
Cost 1.0 0.7
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SUMMARY

With the newer generation of digital processors, it is increasingly
obvious that the interface between computer and sensor is the major
part of the complete system. This is particularly true in the
aircraft navigation field where the trend is to self-contained
systems which include a small digital processor - the sensor
computer. This must interface with the input sensors and feed
outputs to the other aircraft systems by digital data links and by
various analogue transmissions.

To make such self-contained systems economical, it is necessary to
restrict the size and cost of the interface coupling the computer
to the sensors and to the remaining systems. Certainly in the
case of avionics equipment an economical solution is the one which
leads to a reduction in the material content and the overall size
of the equipment. Certain techniques which reduce the cost of
storage within the interface and permit the sharing of expensive
high accuracy parts of the circuitry are described. These also
reduce the bulk of the equipment.

Both output and input of data to the computer must be considered;
the data can be of many forms. The data in and out of sensor
computers is frequently part of a closed loop control system, in
which case very careful attention to the method of signal flow is
required to reduce the effects of the control system dynamics on
the computer load.

Certain basic design principles and rules are stated in the paper,
and the use of these rules is illustrated by two examples — the
interface with an inertial platform and a synchro/resolver
interface unit.



INTRODUCTION

With the newer generation of digital processors, it has become clear that the interface between
computer and sensor is now a major part of the complete system. This is particularly true in the
aircraft avionics field where the trend is to self-contained systems which include a small digital
computer - the sensor computer. This must interface with the input sensors and feed outputs to
the other aircraft systems by digital data links and by various analogue transmissions.

To satisfy the need of the commercial market, there are now available very complex logical
elements in integrated circuit form, that is the so-called Large and Medium Scale Integration.
This has made possible the low cost general-purpose digital computer, and an excellent case can
be made for the use of such small computers built in as an integral part of avionics equipment.
Such a computer, without program, can be built on a printed circuit card area of 100 sq. in.
Amongst other advantages, the economics of using such a small computer are very atiractive. The
economies possible are not only in direct cost of components. The packaging of equipment is
expensive, and hence any reduction in volume is very relevant to the reduction of cost, whilst the
saving in weight has a direct bearing on aircraft operating cost and effectiveness. Using high
density packing techniques, the sizes quoted can be reduced by a factor of two with relative ease,
and there are further reductions possible in the immediate future. Such a computer has sufficient
power to service most of the avionic sub-systems within an aircraft. The capacity needed for a
selection of typical avionic systems is shown below.

CAPACITY WORDS
TASK

WORKING

PROGRAM STORE
Basic Inertial Navigator 1,000 48
IN with Navigation Computation 2,000 64
Air Data Computer 1,500 32
Moving Map, Drive 600 32
Moving Map, Chart Control 1,600 64

COMPUTER SIZE FOR VARIOUS TASKS

The normal task of this type of computer is to serve a group of sensing instruments or sensors,
and as such it will be referred to as a sensor computer, that is a computer which deals with a
group of sensors, processing data from them, and transmitting data to display sensors as required.

Input sensors are generally analogue instruments, whilst many outputs are still required in
analogue form.

The advantages of integrating a computer into the equipment are great. The computer is closely
associated with the sensors it serves and the electronics connecting it to the sensors, for example
an inertial platform with gyroscopes and accelerometers, or an air data system with pressure
transducers and temperature probes. This leads to much simpler maintenance and testing, as a
complete system function is contained within one box, compared to the older assemblages of separate
boxes providing the different parts of a particular sub-system. The very real danger of faults

in the box interconnections can be avoided and, of course, the interface with the rest of the
aircraft system becomes much simpler.

The demands of a very large commercial market have made it possible to reduce the computer until
it is a very small part of the overall size of the equipment. Unfortunately the interface
between the computer and the sensors serving it tends to be of a special nature for each task, and
in general no vast market exists to warrant the development of micro-miniature circuit elements to
perform the interface function. The size of the equipment is dictated by the complexity of this
interface between the sensor and computer, which must be tailored for each particular task. The
computer must, of course, communicate with other equipment, either to other sub-systems or to some
central computer. This will be by some form of data link which is of sufficiently common nature
to justify special micro-miniature circuits being developed, and in general should not present a
problem in terms of complexity.

The case for separate sensor computers stands or falls on the size of the interface associated

with them. That is whether or not it is economic to have these separate computers, each with its

individual interface section, rather than a large scale computer which warrants a complex
interface which is shared among a much wider group of sensors.




By careful organisation of the interface to share the a¢curate analogue circuits which are
essential to it and which create most of the bulk, it is possible to hold the size within economic
limits. This paper describes some techniques which have proved successful in reducing the size
of the interface. The key to the problem is the requirement for buffer storage between the
computer and the interface - this must be of both small size and low cost. This buffer need only
store data between successive computer cycles - a time ranging between 30 milliseconds and perhaps
300 milliseconds. For this purpose a capacitor proves to have all the necessary properties, and
circuits exploiting this method of buffering can lead to great economies. The use of capacitors
to buffer a frequently updated DC voltage is, of course, a very obvious example of this technique,
and is certainly too obvious to dwell on. However, in combination with other circuit elements,
this technique can be enlarged to include the storage and modulation of AC voltages and to buffer
direct current pulses. It is in these two areas that the greatest economies have been realised.

THE INTERFACE PROBLEM

The problems which must be considered in studying the economics of the interface between sensors
and computers fall under the following headings.

(a) It is necessary to share the accurate and bulky analogue-digital
conversion circuits as widely as possible in a particular equipment.
Every attempt should be made to have only one such conversion unit.

(v) The buffer storage between the computer and the interface can. be
bulky. The size and complexity of this must be closely controlled.

(c) Does the data from or to the sensor change rapidly? If so, can
the conversion circuitry and the buffer storage be arranged to deal
with rapidly changing signals?

(a) The interface and the computer may form part of a closed loop
control system, in which case the computing speed and properties
of the interface affect the stability of the control system.

Although the interface problems of different systems are different, both in the accuracy required
and in the format of the data dealt with, the design techniques used to reduce the material
content of the interface unit appear to follow similar rules.

The quantities to be dealt with in the interface between the ahalogue sensors and the computer in
the system mentioned in the Table on Page 8-1 can be grouped under the following headings.

Accurate direct current pulses - both input and output

Synchros - both control transmitters and control transformers,
including four-wire devices such as resolvers

AC and DC voltages - input and output to and from sensors
and aircraft

Self-balancing bridge

The problem of encoding the DC voltage through a multiplex analogue to digital convertor is
commonplace, and requires no further comment. LSI packages already exist for this function.
Methods of dealing with AC voltages and the self-balancing bridge can be considered as variations
of the technique used to provide the more complex synchro angular transmission. The problems of
producing a small interface unit can be concentrated in the two remaining areas, that is

(a) The quantizing of direct current. This is required to an
accuracy of better than one part in 104, both in magnitude
and in time; and

(b)  Simulating both the functions of a synchro angular
transmission, that is the synchro itransmitter and the
control transformer

These widely separate'functions are entirely different and yet the methods to reduce the material
content prove to follow very similar rules.

(a) Share the accurate generation of analogue quantities as widely
as possible



(b) Avoid the need to interrupt program for input/output functions.
This simplifies the buffer storage between the computer and each
parameter in the interface.

(c) Organise the flow of data such that the computer is not involved -
in any closed loop response of high bandwidth

The magnitude of the problem if the buffer storage is in conventional digital form in the case of
an output signal is briefly as follows. This is shown in Figure 8.1.

The logical elements to provide this buffer storage are readily available at an economic price.
However, the sheer bulk of the circuit elements required makes it necessary to look for something
smaller to provide the storage between successive connections to the computer.

The order of magnitude of the storage problem is as follows. The data to be stored will be
represented by a digital number of around sixteen bits for each output function. This will be
transmitted from the computer, probably in parallel form, and must be stored in a group of
latching circuits holding the data until it is updated again. The computer will be connected to
the interface at a random time in an interval of between 30 and 300 milliseconds. This requires
logic switching to connect the output from the computer to the correct set of latching storage
circuits. This switching, together with the latches, provides a continuous output as a digital
rumber-.

The digital data is then translated into analogue form in a digital-analogue convertor. The
physical size of the circuit needed to provide this function per channel can vary from 18 sq. in.
of printed circuit card area downwards, dependent on what special function elements are available.

‘The digital elements may be separate from the digital to analogue convertors, and the magnitude of

the interconnecting circuits needed to transmit parallel digital data on this scale within the
system can be considerable.

ECONOMIES FROM TIME SHARING INTERFACE FUNCTIONS

How can an economy be effected? Perhaps by closely integrating the circuits using the full
power of large scale integration to reduce the bulk of the digital to analogue convertor.
However, as has already been said, the interface is the one part of a system which does not lend
itself to standardisation. The computer will be common to many projects, and has benefited from
this. The commonality of its complex function elements has justified the degree of integrated
circuit development needed to make it economic in both size and in direct cost. This large
market does not yet exist for the special interface elemenets which must be tailored to the
requirements of a particular system.

An alternative method of providing the output interface has been developed which.gives a great
economy and is being introduced in this paper. The-key lies in the buffer storage between the
computer and interface. This does not need to be digital in format. Changing to analogue
buffer storage can give great economies and, if coupled to the variable resistance properties of
field effect transistors, multi-purpose units of great power can be constructed. In all the
variants of this technique, the storage element is common, that is a capacitor. . The method can
be best explained by two examples.

(a) Gyro and Accelerometer Interface

This is an essential part of any Inertial Navigation system (Fig. 8.2). The accelerometer
consists of a current balanced pendulum, any displacement of the pendulum being balanced by
a current through the balancing coils. The accelerometer reset loop is closed through a
capacitors, this charging up to a voltage which is a function of velocity change as sensed
by the accelerometer. At a suitable time this is inspected by the computer, and, if above
a certain level, a reset current pulse is fed into it from a common current pulse-generating
circuit. This pulse represents a standard velocity increment. In this case the condenser
is acting as the buffer storage, and is scaled to store the equivalent of several velocity
increments - sufficient to carry over any period whilst the computer is committed elsewhere,
for example the integration sub-routine which is in real time and cannot be interrupted in
a simple fashion. ’

The gyroscopes are precessed by the same current pulse-generator, each pulse representing a
small angle turned through by the platform. Again, a buffer condenser is provided to limit
the voltage developed across the comparatively high resistance of the gyro torquer.



(b)

(¢)

The size and cost of the bulky current pulse-generator, which must be accurate to 0.005%,
are very effectively reduced by sharing it around thése six sensors, that is the three
accelerometers and three gyroscopes. The priority of dealing with a particular sensor
isg allocated within the interface, and not in the computer.

Synchro Interface

This includes the interface units needed to transmit an angle from the computer in the
format of a synchro transmitter and that needed to accept a signal from an external
transmitter through an equivalent control tiransformer.

The control transformer function falls under two headings. An angle from a control
transmitter has to be converted into digital form and stored within the computer.
Alternatively, the computer performs the function of a control transformer, that is
adding to the output from a control transmitter to generate an analogue error signal.
Both of these conditions must be satisfied. The simpler arrangements for a synchro
transmitter are shown in Figure 8.4.

The economy in the interface unit arises from a circuit (Figure 8.3) which could have
very wide use in computer interfaces. This may be considered as a modulator which
is controlled by the storage element - a condenser. The gate to source voltage set
on the condenser determines the source to drain impedance of the FET shown, which
provides one arm of a bridge. By controlling the condenser voltage, the output of
the bridge as a proportion of its input can be varied, and obviously this can either
be an AC or a DC signal.

The great attraction of this arrangement is this proportionality; the supply to the
bridge may be a variable — the circuit merely outputs some demanded ratio of it, and
it is this property which makes it such a powerful tool. If the circuit is to be
used as a precise modulator of an AC signal, the input levels must be kept small due
to non~linearity in the FET bridge. Harmonic distortion from this source can easily
be reduced to a level less than 1% - a level which causes no deterioration in the
performance.

(i) An Equivalent Synchro Transmitter

The modulator can be arranged to provide an equivalent synchro transmitter
output which may be shared to provide many outputs. This is shown in
schematic form as Figure 8.4. In this arrangement only one set of
latching circuits and a single digital to analogue convertor are needed,
these being time-shared between channels as required. Switches gated
from the computer coincident with the setting of the latches control the
updating of the charge stored on the condenser, and thus form the output
as a ratio which represents one phase of a synchro transmitter. This
output meets the normal requirement for a synchro transmission, in that
it may be excited from an external source. Performance of the FET
modulator and the accuracy of a typical synthetic synchro transmitter are
shown in Figures 8.5 and 8.6.

(ii)  Synchro Control Transformer

Using similar circuit elements, the interface may be adapted to act as a
control transformer, that is the synchro receiver.

Operation in a Control System

The two examples discussed so far are part of closed loop control systems, and as such
their performance affects the servo bandwidth and stability of the overall closed loop.
In both cases the method used removes the computer from the actual control loop. The
computer merely acts on the data from or to the closed loop, and does not appear as a
function in the overall closed loop transfer function. This is a very important
consideration as the control loop servos may now be designed without regard to the data
rate possible with the computer in circuit.

As a general rule, such a sampling system behaves rather like a transmission line, giving
approximately 45° phase shift at a pulsatance of approximately one-third of the rate at
which the computer cycles the data. This imposes a very severe limit on the servo band-
width possible if the control signal is taken into the computer and the error computed
digitally before transmission to the control element. By avoiding the need to digitise
any part of the control loop, this problem is completely removed. This condition is met
in the two examples given.
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To give practical examples, the accelerometer capture loop is closed with a bandwidth
exceeding 600 c/s and synchro follow-up servos have been operated at bandwidths of around
20 c/s using a 400 c/s carrier. Servo elements designed for normal analogue use have
operated without modification in these cases.

CONCLUSIONS

The interface of a sensor computer can be s0 bulky compared to the small computers possible at
present that it can dominate the size of the equipment. The cost of such an interface and the
cost implications of its bulk prove to be a real limit as to whether such self-contained systems
are feasible.

By careful choice of circuit elements, one or two standard circuits which may be time-shared can
be arranged to deal with the complete analogue-digital interface of the system associated with
such a small sensor computer. This sharing of common functions reduces the size of the interface
to a level compatible with that of the computer without development of special integrated circuits.
The combination of thin film techniques in conjunction with standard circuit elements on printed
circuit boards proves to be an adequate form of construction. The methods chosen to reduce the
size of the interface also prove to have the correct properties required for interfacing with the
control elements of active sensors and save a vast amount of high speed digital processing if the
control loop of the active sensor is to be converted digitally.
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SUMMARY

Several guidance and control research programs involving the X-15 and
F-104 airplanes are discussed, with the discussion oriented toward airborne
digital computer utilization. An analog and a digital systems mechanization
are compared, and the performance advantages of the digital system are
pointed out. The flexibility of the digital computer as a research tool is
indicated, as are advantages of decentralized computers. Application of a
general purpose computer to the solution of strapdown system equations was
successful in the laboratory in preparation for a flight program. The
effects of input-output mechanizations on software complexity are discussed.
The utility of a general purpose digital computer is shown by its flexibility
in being used for various research tasks. This utility is degraded, however,
by the effort required to write programs in machine language for real-time
applications. :
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INTRODUCTION

Flight research activities at the NASA Flight Research Center have provided systems engineers with the oppor-
tunity to investigate airborne computer utilization in control and/or guidance systems in both conventional and re-
search aircraft. The computers used have included both analog and digital mechanizations, as indicated in the brief
compilation of table 1. Generally, the applications have followed the trends seen in operational vehicles; that is,

TABLE 1.~ CONTROL/GUIDANCE COMPUTER USE

Computer
Aircraft Type Control Guidance Comments
X-15 Research ' | Analog | Analog/digital | 2 airplanes with stability
augmentation system
1 airplane with adaptive
flight control system
JetStar Production (config- | Analog { ------------ Computer for model -following
ured for research) airborne simulation
(variable stability)
Lifting bodies Research Analog | -=---------= | ~emmmmmm e
(M2-F3, X-24)
F-104 Production Analog | Digital Special configuration for
guidance research
PA-30 Production Analog | ~----—------ Special configuration for
general aviation control
‘ systems research
F-8A Research Analog | =~======m-m- Special configuration for
supercritical wing evaluation

analog devices in control systems and digital devices in guidance systems. Several of these programs have been
specifically oriented toward control and guidance investigations which required the use of airborne computers as
integral components in the systems. .

The utilization of computers to provide guidance information to the pilots in the X~15 research program, which -
was concluded in the fall of 1968, will be considered first. This will be followed by a review of current guidance re-
search programs now entering flight phase in an F-104 airplane. The computer applications in these programs are
described briefly. On the basis of the experience gained, the discussion emphasizes the following computer appli-
cation questions: analog versus digital, centralized or decentralized computers, general purpose computers in
special purpose applications, and hardware versus software complexity. The advantages of the digital computer for
research purposes, because of its flexibility, are pointed out.

Most of the discussion summarizes investigations conducted in the laboratory during systems integration and
simulation. Although the laboratory is the proper place for the resolution of systems problems, often computer
systems problems occur with simultaneous operation of other systems or are unique to the aircraft environment.
These problems are revealed only during flight testing. Such problems are discussed, and some flight datd are pre-
sented. Conclusions are drawn that may affect or apply to future apphcatlons of digital computers as integral com-
ponents of aircraft systems.

DISCUSSION
X-15 PROGRAM

The X-15 was a rocket-powered research airplane designed to be air-launched from a B-52 carrier aircraft at
about 45,000 feet (13, 604 meters) altitude and Mach 0.80 (1). The X-15 had a flight envelope extending to speeds
above Mach 6 and altitudes above 350,000 feet (106,680 meters). A typical time history of velocity and altitude for
a high-altitude mission is shown in figure 1. Because of these extreme ranges in velocity and altitude, an inertial
flight -data system (IFDS) was required to provide the pilot with displays of aircraft velocity, altitude, and three-
axis Euler angle attitude information. Initially, all three of the X-15 airplanes had analog inertial flight-data systems.
In two of the airplanes, the systems were later converted to digital systems because of the poor reliability of the
analog system (2). The third airplane retained a redesigned version of the analog system. One of the airplanes that
was converted to the use of a digital system was equipped with the self~adaptive flight control system and was later
also configured with a high-speed digital computer to provide the computer capability required to conduct guidance
investigations.

Analog Versus Digital Mechanization. The conversion of two X-15 airplanes from analog to digital inertial
flight -data systems provided a unique opportunity to compare the relative merits of the two system mechanizations
operating in the same environment and performing essentially the same functions.

The analog system was mechanized as shown in the simplified flow diagram of figure 2 to provide pitch (6),
roll (¢), and heading (¥) attitudes, total velocity (Vy), rate of climb (h), and geometric height above the surface of

the earth (h). In this mechanization within the computer, a wide range of electromechanical components was used.
These components included choppers, servomotors, tachometers, amplifiers, and potentiometers. They were
grouped in three major packages--an erection integrator, a velocity integrator, and a position integrator--with each
package processing data for all three axes--vertical, range, and cross range. This mechanization was simplified
somewhat because of the bounded range within which the X-15 airplane was designed to operate.

The solution of the guidance equations in the digital system was mechanized as shown in figure 3. This mechan~
ization, while basically quite different from the analog, provided essentially the same information to the pilot. The:



mechanization was a combined digital differential analyzer (DDA) and general purpose (GP) computer. The DDA
section was used for continuous summing of the accelerometer outputs because of its inherent speed in accomplishing
this type of operation, and the GP section was used for the solution of equations which required more precision but
less speed. The memory of this computer was a rotating disk with a capacity of 1664 24-bit words. This system
was mechanized to provide the reference axis in the north, east, and vertical directions. Gyrocompassing tech-
niques were used for initial alignment of the system.

The vertical loop in an inertial system is normally not mechanized to provide altitude information. When the
loop is mechanized, it must be damped from an external source to prevent divergence. When it is switched from
damped to undamped as it was in the X-15 during its free flight, the rate of divergence is an early indication of the
overall system performance. This was particularly true in the X-15, where pure inertial operation was limited to
the relatively short duration (approximately 10 minutes) of the free flight. The analog system was continually
erected through interface with systems carried on the B-52 airplane until the X-15 was launched. The digital sys-
tem, however, operated in the navigational mode with only the vertical loop slaved until launch. Thus, it would be
expected that the analog system would outperform the digital system. Data from 10 flights for each system presented
in figure 4 indicate that this was not the case. These data are the mean inertial altitude error and its standard
deviation as a function of time from launch of the X-15. The data were obtained by comparing the recorded output
of the system with a reference curve obtained by smoothing data from ground based radar systems, pressure altitude
systems, and independent acceleration measurements.” The noteworthy points in these data are the standard devia~
tions. These deviations are high for the analog system and consistently lower for the digital system, which indicates
a more consistent performance of the digital system.

The analog system was marginally adequate for the X-15 program when aspects such as reliability and perform-
ance are considered. The factors that made the digital system stand out were more simplified operating procedures,
consistent performance, and flexibility. The flexibility aspect of the digital system was especially significant when
the airplane carried experiments which required computer-supplied information and processed forms of this infor-
mation. On the basis of the experiences with these two system mechanizations in this program, the digital system
would be the clear choice for use in similar applications.

Guidance Experiments. Two experiments were included in the later phases of the X-15 program that were
specifically oriented toward the investigation of guidance concepts. The first, a manual boost guidance study (3),
generated fly-to-null pitch attitude commands as a function of altitude, altitude rate, and total velocity. These com-
mands were updated at the rate of 10 times each second and provided the pilot with guidance commands which placed
him successfully on a preplanned trajectory at burnout. The second, an energy management (EM) study, did not
reach flight status but was extensively evaluated on ground based computers and simulators (4). Since energy
management required far more computing capability than did boost guidance, it will be described further to illustrate
the complex program that a digital computer is capable of handling. Additional computing capacity was required on
the X-15 airplane to conduct these studies.

System Description: The basic aircraft systems.configuration for the X-15 airplane used in these experiments
is shown in the simplified block diagram of figure 5. This configuration is analogous to a decentralized computer
concept; that is, each system operated independently, so that a failure in one system had little effect on the per-
formance of any other system. This philosophy was followed throughout the X-15 program partially because of pilot
insistence on system independence. No experiment was added to the X~15 which, if a failure occurred in that ex-
periment, would affect the operation of the basic system. The addition of the digital computer to perform the nec-
essary computations for the guidance experiments resulted in the systems configuration shown in figure 6. This was
a prototype computer that used a 4096 24-bit word, random access, non-destructive read out, micro-biax memory.
In this application, the computer interfaced with the air-data system analog computer, the IFDS digital computer, and
the pilot's displays. Also, through the IFDS digital computer, it was interfaced with the adaptive flight control sys-
tem.

Each system retained its operational independence except the computer added for guidance experiments. This
computer was dependent on the other computers for its input data, In the limited operational experience with this
computer, no failures occurred in other systems that affected its operation. However, during the overall X-~15
program, several system failures did occur, and the pilot was able to recover the vehicle and often complete the
mission successfully because the systems were sufficiently isolated that he received guidance information from either
the air-data system or the IFDS. The integration of the additional computer with the other systems on the X-15
airplane presented no significant problems.

One problem which did occur was not directly related to the centralized or decentralized computer concept but
is directly related to the application of digital computers in aircraft. This problem concerns the susceptibility of
digital computers to power transients. On most aircraft, there is usually a rather large amount of noise on the
power buss, and spike transients occur when systems are turned off. Computers are equipped with transient pro-
tection circuitry so the contents of the working registers can be stored for later recall when the transients are no
longer present. The sensory circuits in the computers work well, the data are stored, and, when the power source
is quiet, processing is restarted. The problem is especially apparent when this occurs under dynamic conditions
and valuable sensor data are lost. If this happens often, the solutions are no longer valid. This problem occurred
on the X~15 airplane from time to time and was sufficiently severe to justify a major effort to rectify it by rewiring
the airplane and isolating the noise-generating systems to a separate buss.

Energy Management Study: The energy management study planned for the X-15 airplane was the flight evaluation
of a concept developed by Bell Aerospace Systems, Buffalo, New York, for maneuvering lifting reentry vehicles.
This concept was specifically tailored to the X-15 for evaluation. It utilized a predictor concept designed to compute
the extreme dimensions of the physical area within reach of the X-~15 airplane, which determined the ground area
attainable (GAA). In addition, from these predictions, the anticipated maximum values for temperature, dynamic
pressure, and normal acceleration were obtained. This was accomplished by repeated integrations of the differential
equations of motion for a "model" vehicle and by the use of various energy-distance relationships. Aerodynamic
coefficients and flight criticalities for the model were stored within the computer.

As shown in figure 7, when the vehicle approached the reentry phase, the energy management computations were
initiated. Starting with the initial conditions of the "real" vehicle, the model was rapidly "flown' through a maximum
range, a minimum range, and a maximum cross range flight, using the flight techniques and vehicle constraints



applicable to each. During any given prediction flight, the stepwise integrations could be discontinued once the model
reached equilibrium conditions, after which simplified energy-distance relations were sufficient,

The energy management system also generated commands for both display and flight control. By selecting one
of several pre-stored landing sites, the energy management program would determine the location of the site within
the ground area attainable, and, based on this location, would generate both pitch and roll commands necessary to
direct the "real" vehicle to the high-key point for the site selected. In addition, the commands necessary for
phugoid damping were superimposed on the guidance commands so that any trajectory oscillations were eliminated.
Vehicle constraints were fully respected during the generation of all commands.

This concept was evaluated on the X-15 ground based simulator by using a hybrid analog and digital computer
facility. The simulation was later interfaced with the ALERT computer so that the ALERT program could be
dynamically checked out prior to flight.

Utilization of a high-speed digital computer interfaced with the X-15 systems proved to be a feasible method of
conducting research investigations when the added computing capacity was required. These two programs, manual
boost guidance and energy management, illustrate the great degree of flexibility that a digital computer provides,
particularly in a research application. .

GUIDANCE RESEARCH PROGRAM

An F-104 airplane is being used at the NASA Flight Research Center as a test vehicle to conduct research studies
on strapdown guidance and real-time flight-path optimization. A general purpose digital computer is being used in
both of these studies. This has provided an opportunity to investigate the use of this type of computer in an appli-
cation normally handled by a special purpose (SP) computer and to investigate the trade off between hardware and
software complexity. These investigations were conducted as required during the strapdown system study. The
flight -path optimization study represents an investigation into the use of a general purpose computer for real-time
applications. Although flight results are not yet available, much of the information gained in the laboratory is
pertinent to airborne computer utilization and is further described.

Strapdown Guidance System. Briefly, the basic difference between a strapdown and a gimbaled inertial guidance
system is the mechanization to establish a reference coordinate system within which acceleration measurements may
be integrated for navigation purposes. In a gimbaled system this is accomplished through the gimbals and gyro feed-
back to position the gimbals, whereas in a strapdown system it is accomplished within the computer, as indicated in
the following equation: ’

. - -
fo"‘EdJ =[{C11 Ci2 C1:J fotaxdt

t t
foath =|Cg1 Co2 Cas foaydt

t

t
foavd" =[C31 C32 Cs3 Lfoazdt

= -

C(T)

In the gimbaled local vertical system the coordinate transformation matrix C(T) is unity or some preselected
value for convenience of mechanization. In the strapdown system C(T) must be continually updated from a
measured set of initial conditions. Strapdown systems to date have utilized computers specifically designed for
them, often with the coordinate transformation matrix hard-wired for speed of solution. Little has been reported
on the use of a purely general purpose type of computer in this application.

The system assembled for this investigation is shown in a simplified block diagram in figure 8. This system,
as indicated, consists of the inertial measurement unit (IMU), an input-output unit, control panel, a power supply,
a pilot's display, and the ALERT digital computer. The design of the system was not optimized; that is, major
components such as the IMU and the computer were obtained from other programs. This meant that certain hard-
ware and soffware conditions were set. These conditions included allowable interconnect cable length, maximum
allowable angular rates, the format of the IMU data word, and the IMU sample interval.

The IMU consisted of three pulse-torqued gyros, three pulse-rebalance accelerometers, and the necessary
electronics for closing the loop about each of these sensors. The maximum allowable angular rate that the gyro
torquers were capable of maintaining was 20. 8 deg/sec (0. 363 radian/sec). The computer used had a 2-microsecond
access core memory of 16,384 24 -bit words. The central processor used fixed-point arithmetic.

Normally, complete data acquisition systems are installed in each airplane for flight research programs. How-
ever, because of manpower limitations, it has been necessary to proceed on this program with a limited data
acquisition system. To supplement this system, some 8,192 words of the computer's 16,384 words of memory were
reserved for the storage of important parameters generated in the computer that would normally have been recorded
on the data acquisition system. Data will be stored as 12-bit words, giving a total capability of some 16,000 words.

Strapdown System Coordinate Transformation Solution With a General Purpose Computer: Two tasks were re-
quired to accomplish the solution of the strapdown system coordinate transformation problem. First, provisions
had to be made to transfer data from the IMU to the computer. Six channels of digital data, with each channel
representing a velocity change (AV) along a reference axis or an angular change (A6) about a reference axis, had to
be input to the computer. Second, an algorithm had to be selected to perform the transformation. This algorithm
had to provide a sufficiently accurate solution and yet not be so cumbersome as to consume too much of the com-

. puter's computational cycle.

The computer has two modes of inputing data: a direct memory access (DMA) under peripheral control, and a
direct input-output (DIO) under program control. The DIO mode was selected to retain program control. All data
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must be input in a whole -word parallel format. This required an input-output (I/0) unit that was capable of ac-
"cumulating and storing data in registers for inputing on computer command. Since the IMU had such registers, this
could have been accomplished by direct interface with the computer and IMU. However, a finite amount of time is
required for the computer to transfer these data (about 175 usec), and the registers must be inhibited while that trans-
fer takes place. This would cause a loss of data during each transfer, with the accumulative effects causing con-
siderable errors. This problem was circumvented by using registers in the input-output unit which tracked the
registers in the IMU. When the computer was ready to transfer data, the registers in the input-output unit were
inhibited. Following transfer, the I/O registers were again updated by the IMU registers.

It was arbitrarily decided early in the program that no more than 25 percent of the computer's memory capacity
and computation cycle would be allocated to the strapdown solution, thereby leaving some 75 percent for other uses.
To insure this, the ALERT simulation available on the Flight Research Center's data processing computer was
used. A first-order algorithm and a second-order algorithm were evaluated with the results shown in table 2. The

TABLE 2.~ STRAPDOWN ALGORITHM EVALUATION FOR
ALERT GENERAL PURPOSE COMPUTER

First order

Second order

Iteration rate

800/second

50/second

Interval

1250 puseconds

20 milliseconds

Execution time

950 puseconds

3000 pseconds

Percentage

76

15

145 words

125 words

Memory space

first-order algorithm required a high iteration rate (800 per sec) to maintain a reasonable accuracy. At this high
iteration rate a large percentage (76 percent) of the computer computation cycle was required. The second-order
algorithm with its higher accuracy solution required a much lower update rate (50 per sec). This resulted in a
much lower percentage of the computer cycle being used for this computation. The data transfer from the IMU was
thus established at about once every 14 milliseconds. Further investigation showed that a complete solution of the
algorithm was required for about every fourth data transfer, or every 56 milliseconds, to achieve sufficient navi-
gation accuracy. ) :

The algorithm selected was as follows:

[C(T + AT)] = [C(T))[C(AT)]

where _ =
h22 h32 hlhz h1h3
l-3— -7 ™3+ hp*+ 55—
2 2
h4h. h h hoh
_ 12 1 .M 213
[C(AT)] = h3 + 5 1- —2——' _2 _hl + —2
hjhg hyhg hy? hy?
Syt 5~ 1t 1o
and

hi = (nl)(SFl)
n; = number of pulses
Sy, = gyro scale factor

i=gyrol, 2, 3

The matrix C(T) represents the previously computed value of the solution to the algorithm; hi is the measured

angular change for that particular gyro for a given measurement period AT; C(AT) indicates the second-order
solution within the matrix.

The success with which this general purpose computer has been applied to the solution of the strapdown system
coordinate transformation problem indicates that general purpose computers may be serious contenders for appli-
cations previously restricted to special purpose computers. This is particularly true in research programs or

. other applications where additional computer capability may be required and yet physical constraints limit the sys-
tem to one computer. This could, of course, be resolved by using a combined SP/GP computer, but the pure
general purpose computer gives greater flexibility for overall hardware utilization.

Hardware Versus Software Complexity: The analog to digital (A/D) conversion in the input-output unit represent-
ed an interesting situation relevant to the question of hardware versus-software complexity., Rather than undertake
the extra costs of developing new circuitry for performing the A/D conversion, it was decided to utilize circuitry
already developed by the computer contractor for a strapdown system computer. The problem was that it placed
the burden of conversion on the computer program. When a 12-bit word A/D read-in was called, the last value
stored in memory was compared with the newest value. If the two differed, the difference was added to the old
value in memory and the computer was required to recycle through the conversion again, performing sufficient
iterations until there were no changes. There was no provision for stopping the cycle until there were no changes.
Each iteration took approximately 160 microseconds, and no two A/D channels could be serviced at the same time,
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It was soon apparent that valuable computer time was being used servicing the A/D conversion in the input-output
unit. This was no problem in the previous application of this mechanization because the computer was used only for
the solution of the navigation equations and thus had ample idle time for servicing the I/0O unit. In this application,
however, the coordinate transformation and navigation solutions were but small portions of the computer use. Most
of the computer cycle was to be used for the solution of the flight-path optimization problem, and, if this were to be
accomplished in real time, servicing of the I/O unit had to be minimized.

A second 1/0 unit was ordered with adequate A/D conversion capabilities. In order to utilize the previously de-
scribed unit, a change in programing was initiated which eliminated some of the iterations previously required. A
test was applied which required agreement only to the fifth least significant bit before proceeding to other functions.

This experience with the /O unit clearly demonstrates how the unwary may seriously compromise the software
effort and indeed the overall computer capability through attempts to simplify the hardware. Fortunately, a solution
was readily available through software manipulation that was not overly complex. The question of software com-
plexity is still a serious problem to the general purpose computer user. The problems involved with machine
language programing are significant when the computer is used in applications involving real-time solutions. At-
tempts to use more simplified programing techniques, such as Fortran, have proved to be too costly in machine
efficiency to be practical.

Flight-Path Optimization. 'Techniques for optimizing the flight path of a vehicle that would provide savings in
either time or fuel in maneuvering from one flight condition to another have been under investigation by researchers
for some time. A flight evaluation of the gradient method, with the pilot using a-placard of various cross-referenced
Mach number and angle-of-attack commands, demonstrated a considerable savings in time required to get to cruise
conditions (5). The major drawback of the techniques proposed to date has been that the computational requirements
have been too great for real-time solutions on an airborne computer.

Real -time solutions for flight-path optimization offer considerable advantages when variables such as atmos-
pheric temperature, excess thrust, and fuel flow are measured and the measurements are used in the optimization
solution. In view of these advantages, optimization techniques, which include dynamic programing and Balakrish-
nan's epsilon method, for possible real-time solutions are being investigated and have shown considerable promise
(6)(7). Figure 9 shows three Mach/altitude curves for an F-104 airplane to climb and accelerate to the end condi-
tions of 40,000 feet (12,192 meters) altitude and Mach 1.9. Curve A represents the profile obtained by using the
manufacturer's handbook procedures. Curve B was obtained by using the gradient optimization method. Curve C
was obtained from Balakrishnan's epsilon method (7). Previous studies have shown a possible savings of 22 percent
in time with the gradient method over the manufacturer's handbook procedures. The differences between curves B
and C appear significant; however, the net time to reach the end conditions differs by only a fraction of a percent (6).

The dynamic programing technique has been programed for the ALERT computer and will be the first tech-
nique to be evaluated in flight. This technique, however, has significant limitations in the number of variables that
can be handled. Analytical and simulation investigations of other techniques are continuing, and it is planned to
phase these techniques into the flight program.

CONCLUDING REMARKS

A comparison of a digital and an analog inertial flight data system operating in essentially the same environment
and performing the same function was made during the X-~15 research airplane program. The advantages of the
digital system were significantly greater than those of the analog system. On the basis of the experience with thesée
two systems, it would be inconceivable to undertake another research airplane program similar to the X~15 program
without requiring a digital inertial flight data system as one of the basic airplane systems.

The question of which concept to use, centralized or decentralized computer systems, is difficult to answer.
Interfacing of computer with computer presented no significant problem. However, decentralized computers will
probably be used on future research airplanes as a result of pilot objections to the routing of all display parameters
through a single electronic component. This objection may be overcome with proper redundancy and demonstrated
reliability.

Use of a true general purpose computer in applications normally handled by a special purpose computer can
present some significant problems. These problems can be solved, however, and, from the standpoint of having
extra computer capacity available for other problem solutions, it is often advantageous to use a general purpose
computer. This is particularly true when the computer is being used in research programs.

The investigation of hardware versus software complexity was limited in this paper to the computer input-output
unit. It was shown that attempts to simplify hardware mechanizations resulted not only in more complex software
but also in consumption of the computer computation cycle. This, of course, was unsatisfactory when the computer
was being applied to real~time solutions that required high utilization of the computation cycle.

The various research programs conducted with the same general purpose digital computer point out the high
degree of flexibility of this computer. The biggest drawback to the use of digital computers in research programs
is the high cost both in manpower and programing time. This is particularly true when near-real -time solutions
and the most efficient machine language programing are required. This would not be nearly as great a consideration
in operational use where the effort could be amortized over a number of aircraft and a period of time.

The digital computer has been widely used in guidance but has had only limited use in flight control systems for
aircraft. It is expected that more digital logic circuits will be used in flight control systems as new sensors, such
as the laser gyro, gain acceptance. Also, the acceptance of fly-by-wire controls will provide easier applications
of digital mechanization. Certainly solutions of equations in statistical and nonlinear control theory are more suited
for digital computers. It is anticipated that digitally mechanized flight control systems will evolve during the next
decade. However, the takeover of flight control systems will probably not be as thorough as the takeover of guidance
systems has been in the past decade.
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SYMBOLS
ag, aN» &, acceleration in east, north, vertical axis
ay, 3y, 2, acceleration in aircraft axis
[C(T)] coordinate transformation matrix measured axis to computing axis, last computed value
[C(AT)] coordinate transformation matrix, second-order update for interval of measurement
[C(T + AT)] coordinate transformation matrix, last computed value plus second-order update
AE change in east-west position, positive east
h geometric height, feet (meters)
h velocity along the vertical axis (analog system)
h acceleration along the vertical axis
h, initial height position
Ah change in vertical position, positive up
L longitude
AL change in longitude
AN change in north-south position, positive north
q impact pressure
R ‘velocity along the range axis
R acceleration along the range axis
R ax maximum range capability
Ryin minimum range capability
R, initial range position
T temperature
t time, seconds
Vg velocity along the east-west axis, positive east {digital system)
VN velocity along the north-south axis, positive north (digital system)
Vo initial velocity
Vi total velocity, Vftz + %2 + K2 (analog), W + VEZ + Vv2 (digital), feet/second (meters/second)
Vy vertical velocity (digital system)
AV change in velocity component
AVgp _ change in east velocity component
AVy change in north velocity component
AV, change in vertical velocity
X velocity along the cross range axis
acceleration along the cross range axis
Xo initial cross range position
o angle of attack
B angle of sideslip
Ye flight -path angle command
9 pitch attitude
Al angular change in strapdown system

A latitude



AA change in latitude
o standard deviation
@ roll attitude
¥ heading attitude
Q e rotational earth rate
Subscript:
u uncorrected for coriolis or centrifugal acceleration
400x103 —121.92x10°
350 —1106. 68
6000— 300 —191.44 —1828.8
5000 250 —76.20 —1524.0
h i
- ~60.96 M™—1219.2
vy, 4000~ ¢’ 200 1219 Vi
ftisec misec
3000~ 150 —145.72 —{914.4
2000— 100 —130.48  —609.6
1000 50 —115.24 —304.8
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t, sec
Figure 1. Typical time history of X-15 high-altitude mission.
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Figure 2. Flow diagram of X-15 analog inertial flight system.



I GP section DDA section |
Updates Vy with
| Calculates latest GP Vy and | .
| VisyVpt HVE Yy direction cosine i > h
and direction cosines increments
‘ AV terms AV terms ’ .
X-15 flight inputs I L | C :
7/ 1
Vertical acceleration AVvu | DDA section DDA section ‘
. Calculates h
North acceleration AVNu i > AV, correction position changes
Eastacceleration  &Vg, | | 4h, AN, A |
)
Aircraft attitudes ' |
’ GP section |
) Calculates new Calculate AN AL (| { .| Recorder Attitude
g e I [
=] for AV fevery 3 sec) Initial conditions | Aircraftpattitudes "
{Coriolis and centri- ground preset 1
| fugal) ‘
T Compute gyro torque requirements
} |
| |
Platform ] Computer ] Instrumentation
Figure 3. Flow diagram of X-15 digital inertial flight system.
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Figure 4. Mean altitude error and standard deviation from 20 X-15 flights (10 each system).
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SUMMARY

The Jaguar nav/attack system performs approximately the same task as that in the Harrier aircraft,
which is wholly analogue, but does the job using a digital computer for roughly the same cost. Despite
the similarity of Harrier system requirements, every endeavour has been made to prevent the system
from becoming simply a digltal copy of analogue ideas, but to approach each requirement from a digital
viewpoint, This paper describes the lessons that have been learned and the techniques that have been
evolved during its development up to its present stage of 'Hack' aircraft flight trials. A brief
description of the units which comprise the system and the facilities which it provides is given, with
particular emphasis on those areas where the change to a digital computer has allowed much greater:
design freedom and operational flexibility.
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1 INTRODUCTION

The navigation and attack aystem which is being mamufactured by Elliott Automation for the British
version of the Anglo-French Jaguar airoraft, represents a particularly important milestonse in the
application of digital computers into the avionics systems for UK military airoraft. The system for
the Jaguar performs approximately the same task as that in the Harrier airoraft, which is wholly
analogue but uses a digital computer and yet costs roughly the same amount. Despite the similarity of
the requirements howsever every endeavour has been made to avoid making simply a digital copy of analogue
techniques but to approach each requirement from a digital viswpoint.

1.1 System Desoription

Fig 1 shows a funoctional block diagram of the system. Interfacing with the remainder of the
system is predominantly analogue, via the interface unit, mainly due to the faoct that at this stage of
system development, the majority of peripheral sub-systems are still analogue. The E3(R) inertial
platform is cluster rotated and the major part of the necessary calculations are carried out in the
digital computer. One of the few digital links in the system is in the transmission of velocity
information from the platform electronics unit into the digital computer in parallel binary form. The
interfacing requirements, in particular the signal forms have been dictated largely by the character-
istiocs of the peripheral equipment, but where possible the preferred form is analogue voltages which
lend themselves partioularly well to simple and accurate digital conversion especially when the
voltage comes from a potentiometer energised by the Interface unit. There are however a number of
areas where the change to a digital computer has allowed a considerable improvement in both facilities
and operational flexibility over that attainable by analogue means and it is proposed to describe three
areas in which these advantages have been apparent,

2 ¥ODE SELECTION

In an analogue system complicated relay loglc is required to convert a limited number of mode
seleotions available to the pilot, into the necessary switching actions to conneot the circuit elements
appropriate to the mode. However, consideration of the problem from a digital viewpoint indicates that
a fresh approach might well yield dividends. By the use of push buttons representing yes/no answers to
a limited number of questions, simple selection of a wide range of combinations is possible. Such a
push button control system is i1llustrated in Pig 2.

During the development of this programme it became clear that a flow diagram for the weapon
aiming programme could be constructed whose decision structure was largely controlled by the settings
of the push buttons, resulting in a simple yet effective steering programme with gtraightforward logic.

The Weapon Aiming problem ean be effectively divided into two main blocks, micronavigation to
determine the relative position of the target to high precision, and ballistics to calculate the flight
of the weapon. The weapon aiming problem then reduces to one of bringing the end point of the
ballistic flight into coincidence with the target, and initiating a release. There is little variation
in the sub-routines necessary for the ballistic calculation, other than to select the necessary
ballistic parameters in response to the actual weapons selected, but it is in the choics of method of
determining the target position that a great deal of flexibility is possible, and it is largely over
the mioro navigation part of the weapon aiming programme that the push button panel exercises control.
The process of selection may be summarised under the following headings.

2.1 The Initial Starting Conditions

The three relative position coordinates of the target position can either have as their starting
conditions the values given by the navigation system, (& planned target), or an arbitrary set of values,
based on the most likely relative position for an unexpected target to be sighted. (Target of
Opportunity), for example a few miles ahead and the radio altimeter height below. This choice is made
by Buttons A and B,

Alternatively, the starting conditions can be derived by adding a preocisely known offset in each
coordinate, following a preliminary micro-navigation run against an eesily visible fixing point, this
choice is made by Button C.

2.2 Response to Updating Inputs

Once the pilot identifies the target, he can begin to correct the relative coordinates using the
display aight, and in addition inputs from the radio altimeter, or barometric height unit are
available if required. The main alternative options open are:

a. Acoept the dopression angle of the target from the pilot via his display, and scale the
triangle using either Barometric or radio height. This selection is made by Button E,

be Alternatively, start using this method but once the marker has been laid over the actual
target, refine the slant range by comparing the sight line spin rate caloulated using
computed range, with the actual spin rate, and then modifying the range until the spin rates
match, A process termed Kinematic Ranging which is selected by Button P.

0f course the whole of the micro-navigation process can be ignored, and the results of the
ballistics calculations displayed on the sight giving an impact point predicting mode, allowing the
pilot to judge coincidence with the target and initiate release. This mode is selected by Button D.
el



10-2

It is clear even from thig brief description the way in which computing routines can be directly
oontrolled by the push buttons, to give a very wide range of options through a simple set of controls.

3 VERTICAL VELOCITY COMPUTATION

Although Barometric height rate, and vertical acwleration from an inertial platform, provide
complementary data which can be mixed to provide accurate vertical velocity information, the practical
realisation of an effective mix by analogue means has proved difficult.

In level flight acourate height rate can be obtained from barometric dats, and this can be used
to back off any acoelerometer bias and nul the accelerometer output,

In order to teke full advantage of the accelerometers ability to detect rapid changes in velocity,
this loop must have a long time constant, so that short term information is derived from inertial
data, and long term from Baro data. A4 typical analogue loop for this purpose is shown in Fig 3, This
scheme works effectively in level flight and for short rapid climbs and dives, since over short
intervals errors in barometric height rate resulting from diving or climbing through a non-standard
atmosphere have little effect on the accelerometer bias, and the accelerometer information is believed.
In long slow olimbs or descents, however, even the long loop time constant is unable to prevent
erronsous blas correction terms being applied to the accelerometer output with the result that at the
end of a long slow change of height through a non-standard atmosphere a large height rate error can
acoumulate., Worse still, because of the long time constant of the loop, a long period of level flight
18 required to recover the correct value.

A simple expedient is to use the verticel accelerometers in an open loop configuration during
height changes but since in this arrangement errors are not only unbounded but divergent, over long
periods in open loop, large errors still build up, resulting in transients when the loop is closed
again, and once again a slow recovery.

Studies were therefore undertaken at RAE to investigate the possibility of using Kalman Piltering
tochniques for this mixing, since it was clear that a varieble gain system was required (Reference 1).

Developing the model, however, led to a much clearer insight into the nature of the problem, and
the galn behaviour of the filter indicated clearly the ways in which a simpler system could still be
mede much more effective than earlier ones. The important point is that since there are two sources
of error, acocelerometer error, and deviations of the atmosphere from ICAN, this should be recognised
in any mixer design, and rather than feed the error signal always to correct the same parameter, to
use it to correct the more likely error source, which will vary according to the state of the flight,
particularly the airorafts vertliocal velocity.

If one considers an airoraft in level flight, oclearly the gain of the priginal systems are of the
right order since any steady divergence in vertical velocity must be due to incorrect acceleromster
bias, or backing off of the earths "g" components. However, immediately upon entering a dive, any
immediate deviation between the two gources, is likely to be due to Barometric error and the correotion
should be applied therefore to the Baro input, and the loop providing corrections to the accelarometer
open circuited. This system still does not prevent errors due to the inertial velocity divergence from
building up, but if a high gain 1s used to force the inertiel rate to agree with the barometric
vertical rate as soon as level flight is regained, at least the recovery is more rapid, and the
magnitude of the resulting transient greatly reduced. A asystem like this which is shown in Fig 4
represents a oonsiderable improvement over previous analogue loops but it is perhaps worth pointing out
the additlonsl advantages which the true Kalman Filter can achievee.

There are two main improvements, firstly it makes use of the baro-corrections estimated ir the
early stages of the dive, to caloulate the percentage deviation of the atmosphere from standard, which
it uses later in the descent when otherwise both baro and inertial information are unreliable.

Secondly, because of statistical correlation estimates which have been built up about any height errors
ariging as a result of incorrect velocity information, once level flight is regained, corrections are
not only applied to the veloecity, but also to the height error, so that an extremely accurate estimate
of true height is also aveilable from this system . The expeocted performance of such a Kalman Filter
Baro/inertial loop, derived from the mathematical models, is shown in Figs 5 and 6, which are

extracted from Reference 4. It 1s expeoted that the sub-optimal system will approach this performance
in the computation of vertical veloocity, although it will not be able to provide the remarkable height
error recovery which is exhibited by the true filter. This, however, can be compensated for by building
into the system the facility for height fixing while passing over level ground of known height above

sea level. In this process the height of the ground which has been stored along with other mission data
in the computer is subtracted from the Barometric height, and the result compared with the value
received from the radio altimeter, and when the pilot operates the "Height Fix" button the baro-datum
1s reset to bring the two into agreement. Thus 1f the height of target above sea level is also stored
in the computer, the difference between computed alrcraft height and target height can be used to set
the initial value of the vertical relative position coordinate to an acceptable accuracy as desocribed
in section 2.

4 IN FLIGHT DATA INSERTION

In the past, the nature of analogue computing in airoraft systems has meant that the main method
of altering a particular persmeter was by means of "alewing", In this method a varisble rate control
was provided for the operator, by which he could control the rate of increase or decrease of the
quantity until its value as indicated on a dial or counter indicated the desired value. Since in genersl
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changing parameters involves the physical movement of a shaft it is unlikely that there is any
possibility of ingtantansous change to a new value. With digital computing, however, this limitation
no longer epplies and the possibility of instant change is available. In the Jaguar system initial
thoughts tended towards a digital version of the "slewing" system. In this system a binary digit

was added to or subtracted from the existing stored nmumber at a fixed rate whenever the slew control
was operated. The digit at which this increment was added depended on the amount of rotation of the
slew control, small movements causing the increments to the least significant bit of the mumber, and-
increasing rotation causing the increments to be added further up the mumber towards the most signifi-
cant end. This resulted in a logarithmic "slew" control which it was thought would be easy to operate.
In practice, however, a number of significant disadvantages became apparent, mainly due to the faoct
that the conversion to decimal took place "downstream" of the slewing operation, so that the slewing
process was in binary, while the display was in decimal, and since the conversion to decimal was done
at a relatively slow repetition rate, decimal digits which were changing very rapidly appeared as

" random mumbers whioch were clearly readable and which made assessment of the value reached very
diffioult. It was obviously possible by the use of software to make the behaviour represent more
closely the characteristics of analogue "slewing", but rate "slewing" is not an ideal method for data
ingsertion and therefore advantage was taken of a re-appraisal to look at some alternative schemes whioch
might prove both easier to implement and operationally more effective. The normal method for real time
data insertion to a digital computer is by means of a keyboard, and there is no doubt that for rapid

" transfer of information when the operator can concentrate wholly on the task the keyboard is ideal.

In a single seat strike aircraft, however, this is by no means the situation. During high speed, low
level, flying, the pilot cannot afford to divert his attention into the cookpit for more than one .or
two seconds at a time, so that the keyboard, with its demand for visual identification of the keys, for
effective operation, becomes less attractive. In addition, its operation by a gloved hand, in
conditions of considerable buffet is likely to prove difficult unless some form of hand or wrist
support is provided. If an error is made, the whole number has to be reinserted, as it has even if
only the last two digits need to be changed. One further constraint which was provided by the Jaguar
aircraft, was that as in any single seat aireraft, cockpit space within easy view and reach of the
pilot was at a premium and to provide space for a keyboard with sufficient key spacing for easy
operation would have been extremely difficult and would have needed quite a radical re-design of the
cockpit, particularly i1f the hand support for buffet conditions was also provided.

The scheme which has been devised requires one extra push button to be provided on e hand
ocontroller which is already present for operating the weapon aiming system. A sketch of the modified
hand controller is shown in Fig 7, the important controls for this purpose being the "digit advance"
push button, operated by the thumb, and the "Phase change trigger" operated by squeezing with the first
finger. The hand grasps the barrel of the controller so that it is fully supported in all directions,
and the controller is placed at the pilots left hand, just to the rear of the throttles. The sequence
for revising any number is the same but for convenience this description will deal with changing the
stored latitude and longitude of a target or navigetion way-point,

i The present stored value of latitude and longitude are displayed in the two sets of optical
indicators by operating the look up control and way-point selector.

i1 If it is desired to change either or both of the stored values then a push button under the
appropriate window 1s pressed and the most significant digit of that number begins to flash
at a slow rate indicating that the digit advance control is operative on that digit.

iii The first press of the 'digit advance' control sets the digit to 1, the secornd to 2 eto
80 that n presses sets the digit to read n.

iv  The phase change trigger is then squeesed and control passes to the next most significant
digit which then begina to flash, and the process repeated, until the whole number is reset.
If it is wished to leave a digit unaltered then a seocond press of this phase change trigger
without operation of the 'digit advance' will pass control to the next digit leaving the
previous one unaltered.

v The number is then checked to see that it is correot and if it is, an 'insert' button is
pressed and the new value is stored in the computer, -

vi This process can then be repeated for the other gtored value,

Although whon described fully as it is above this process sounds very laborious, practical
experiments have indicated that it 1s very easy to learn, and speedy operation comes naturally, so
that the time taken to insert complete data about each way-point is about 20 seconds, but more important
it is possible to feed in a oomplete latitude, longitude, and target height in the air, with the only
time spent head down being the checking time necessary to ensure that the right number has been set up
before inserting,.

It is clear from the above that the requirements for rapid data insertion into the syatem prior
to the mission, are not compatible with the requirements for modification of the data during the flight
which can result from changes in the tactical situation during the mission. Removed from the constrainta
which were imposed by the Jaguar requirements it is possible that a more effective system than that
described above could be devised, but even so such a system would have to be orientated towards
minimum 'head-down' time, and it is unlikely that this would be compatible with the speed required for
mission data insertion. It seems therefore that in future digital systems will need to have an
additional means of rapid data insertion. Such a facility ecould be provided by a simple card reader
into which a card which had been prepared at the pre-flight briefing could be inserted which would
rapidly enable all the mission data to be inserted in the shortest possible time.



5 CONCLUSION

The three examples quoted above, are by no means the only areas in whioh the change to a digital
system have allowed much greater freedom and flexibility than that attaingble with an analogue system
and yet at no greater cost for the whole systems But they have been chosen as examples because they
represent the dividends that can be reaped by adopting a fresh approach to old problems and starting
the deslgn of a digital system from a olean sheet of paper rather than from the stand-point of an
exlsting analogue system even though the system is required to fulfil the same functions., It is hoped
that in the same view, when 1t comes to the next generation of digital avionic system we will not allow
schemes devised within the constraints of the Jaguar or other earlier digital systems to influence the
design, but to take as much advantage as possible of the extra freedoms that recent advances will allow.
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Sumnmary

Onboard computer and attitude/air data sensor errors
- among others - cause delivery errors of automatically
released bombs.

For a retarded bomb it is shown by numerical evaluation
that with a uniform distribution of release conditions
the computing error (= difference between true value

and the estimate, which is won from a polynomial) is
approximately normally distributed with mean value zero
and standard deviation o,0 being dependent on the

degree of the polynomial and the width of the admissible
interval of release conditions. '

Besides, formulas are derived for the estimation of the
influence of the inaccuracy of weapon computer input

data on the impact point. These formulas can be applied

to derive the requirements which attitude/air data sensors
should satisfy to provide for sufficiently accurate
bombing. An example is given.
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Introduction

If a bomb is to be automatically released, the pilot initiates a command that
starts the weapon release computations at the instant when the target symbol on
his head-up display matches the target.

Instantaneously, the position of the aircraft relative to the target is

determined by means of sensors providing data on slant range and sight angle

(angle between line of sight and horizontal). Simultaneously the momentary bomb
range x4 is calculated from the height, velocity and dive angle, and the difference
a between the bomb range Xy and the horizontal distance to the target Xos i.e.

a=3x4 - X, (M

is determined. By means of the navigation system, the position of the aircraft
is continuously monitored and "automatically brought up to date, thus the value
a also can be determined continuously. If a equals zero, the bomb is released
automatically. A prerequisite that has to be met is that the pilbt flies the
aircraft in a vertical plane which contains the target.

There are two principal sources of error associated with the nature of the
automatic bombing method. These are

- computational errors resulting from an approximated solution of the
differential equation of the bomb range because of limited onboard
computer storage capacity, and

1st

- sensor errors which cause inaccurate estimates of the release

conditions, thus causing differences between actual and calculated

nd

bomb range, and 2 a wrong determination of the horizontal distance

between aircraft and target.

The influence of these errors onto the delivery error will be outlined in the
next paragraph.

Error Analysis
2.1 Computer Limitations

‘It can be shown that the bomb trajectory in a homogeneous environment

(ﬁo wind) satisfies a differential equation with release height h, release
velocity v and release angle ¢ (i. e. the angle between flight direction and
a horizontal at release) as initial conditions. The differential equation
has to be solved numerically by the onboard computer in sufficiently short
time.

Methods to solve this equation in an adequate manner are not to be described
here, but it is assumed that the bomb range X4 can be found by evaluating a
polynomial of limited degree with the release conditions as independent
variables:

X, = ag + a1-h + ayv + a3°¢ +

0
2 2 2
+a,-n" + agev® + ag- ¢+ agchev + ... (2)



The average accuracy should be the better the more terms are included in the
polynomial. If a series of points of solution has been calculated previously
by some standard routine of numerical analysis, the coefficients a; can be
obtained e.g. by the method of the least sum of squares. Once the coefficients
a; are calculated they can be stored in the onboard computer, and the bomb

range can be determined according to Eq.(2).

If we consider e.g. a hypothetical retarded bomb with drag coefficient e, = 2
and cross section/mass ratio F/m = 0,002 mz/kg we get different polynomials
depending on the number n of terms in the sum and the interval of validity of
the approximate solution. If e.g. the interval of admissible release conditions
is given by

100 m< h< 500 m,

100 m/sec< v< 300 m/sec,

0°< ¢ < 30°,
which provides high flexibility in the selection of attack modes we get for
n = 20 a polynomial of third degree in h, v,¥ with a standard deviationos of
error of about 8 m, if we assume that the release conditions are at random
uniformly distributed over that interval. It can be shown, that the error then
fits approximately a normal distribution with zero mean and standard deviation. o .

If we only admit release conditions which are confined by
100 m< h< 300 m,
150 m/sec< vs 250 m/sec,

0°< ¢ < 159,

the standard deviation of error is only about 2 m, if the polynomial has

. 20 terms. On the other hand a standard deviation of error of approximately

2.2

8 m is reached with n = 5 if only the smaller interval of release conditions
is admitted. These figures show clearly how reduction of military flexibility
reduces either the error at a given storage capacity of an onboard computer
or the requirements as to the storage capacity.

Sensor Errors

As to the sensor errors, their influence can be evaluated separately for the bomb
range and for the distance to the target. If Ah, Av, andAp signify the errors
of h, v, and¢ , respectively, we can determine the deviation of the calculated
range from the true range approximately according to Eq.(3):

ax1 ax1 ax1
A%, = == +Ah + —— AV + — AY (3)
ah v GI

In the same manner we get the error sz from the horizontal distance x
between target and aireraft which is given by

2

Xy = 1 ° cosy
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where 1 is the slant range, and ¢ the angle between the line of sight and the
horizontal:

bx, =Al,.cosp- Ay «1l-siny.
Here

Aly = Al +41,,

A 1 being the error of the sensor for slant range, and Al2 being an error due
to a wrong point of reference resulting from inaccurate determination of the
sight angle ¢.

If we introduce into Eq. (3)

h=-19+ sing
v
v = —fe
cos ¢
where v_ = ground speed, and regard that for the total delivery error because

of Eq. (1)

da =Axy -4 Xy

holds, we finally get

Aa=b1'Av +b2 <Ay +b3oA¢1+b4-vA1+g

with
€ = computational error
ox
by = =1 .
v cosy
ax1 9xy
b2=—+-——-Vvtan¢
G ov
ox 2
L] n°
by = - b~ (x, + X1)
9%,
by = S (——-l - h - xy) .
x§+h2 oh

Here A¢1 is the error of the angle ¢4 between the longitudinal axis of the
aireraft and the line of sight.

If the distribution of the release conditions (h, v,¢ ) is known,



the distribution of the bi's and € can be found by sampling. It can be shown that
the variance of Aa is a linear combination of the variances of the sensor and
computer errors.

Assuming that the expected values of the sensor errors equal zero, and that

Sy, = 05002

?wr 0,005 ,
and that the release conditions are distributed uniformly over the larger of

the previously mentioned intervals, we get the break down of the variance of
‘Aa into the individual terms which is shown in the graph.

var(da) (m?)

100

In this graph the height of the blocks represents the size of each influence,
showing that the computational error is by far the main source of delivery
errors - of course only under the above assumptions as to the storage capacity
and the computational method.

This example took into consiheration only 4 sensors; if additional ones, such
as the air data sensors, are regarded, analogue formulas and results hold.
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Symbols and Abbreviations

horizontal bomb range

horizontal distance aircraft-target

slant range aircraft-target

X4=%,

release height

longitudinal velocity at release

dive angle at release

angle between line of sight and a horizontal at release

9 -¢

ground speed

computational error

coefficients of the polynomial for Xy

standard deviation of e

number of terms in the polynomial for X,

standard deviation of the error of the sensor for slant range
standard deviation of the error of the sensor for ground speed
standard deviation of the error of the sensor for dive angle
standard deviation of the error of the angle between line of sight and

longitudinal axis of the aircraft
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RECENT ADVANCES IN SELF-ORGANIZING AND LEARNING
CONTROLLERS FOR AERONAUTICAL SYSTEMS

Cecil W.Gwinn and Roger L.Barron

1. BACKGROUND IN CYBERNETICS

What kind of control system, if hooked up backward, having no a priori knowledge of this fact, can discover
that it is, rewire itself, and work properly? This is part of the more general question: What kind of a system,
if put together more or less at random, can reorganize itself to be stable to some given set of environmental
conditions? A system which displays this property has been called variously a self-organizing or learning
system. Such systems and some of their aeronautical applications are the subject of this paper.

The only systems we know at present that display this reorganization property to a marked degree are living
systems. The study of self-organization and learning, among other aspects of living systems, for the purpose
of building non-1living machines displaying similar characteristics, is included in a branch of Cybernetics
called Bionics. The philosophical background of the science of Bionics is discussed by one of the authors in
Reference 1.

The exploration of these ideas properly began with the paper “Behaviour, Purpose, and Teleology’' by N.Wiener,
W.Rosenbleuth, and J.Bigelow in 1943 (Reference 2)., Therein was shown the possibility of treating such teleologi-
cal notions as, “goal”, ‘“purpose”, “evolution”, etec., in a quantitative manner. Philosophers had been debating
these terms for centuries, and it was quite startling in the context of the times to be shown that a quantitative
treatment was indeed possible. As an outgrowth of this way of thinking, Wiener in 1948 founded the science of
Cybernetics (Reference 3), meaning, in his words, ‘“the study of control and communication in animal and machine”.

Wiener’'s development of this theme was couched in a highly abstract form for the times and not easily accessible
to the engineer. His ideas were put at the disposal of the engineer by the British psychiatrist, William Ross
Ashby, in 1952 by the publication of the book Design for a Brain (Reference 4) and in 1956 with the treatise
Introduction to Cybernetics (Reference 5). Ashby demonstrated in these books, particularly the first, that it
is possible, working from purely cybernetic ideas, to develop machines that would show such peculiar animal-like
characteristics as purpose, goal, and survival potential in an a priori unknown environment. It is important to
note that a brain was not being constructed, but rather a machine which exhibited behaviour which is presumed to
be caused, in animals, by a nervous system.

Ashby amplified the definition of Cybernetics as follows: “Many a book has borne the title ‘Theory of Machines’
but it usually contains information about things, about levers and cogs. Cybernetics, too, is & ‘theory of machines’
but it treats not things but ways of behaving. It does not ask, ‘What is this thing?’ but, ‘What does it do?

It is thus functional and behavioristic!” 1In the authors’ opinion there has been no end of confusion caused by
misunderstanding this point of view. To cite an example, there did not exist at the time Ashby wrote and not to
any great degree today an accepted explanation, at the physiological level, of such operationally observed and
defined (by experimental psychologists) behavioral parameters as learning, recognition, etc. This is not to say
that such knowledge would not be desirable, but the Cyberneticist is forced today to define, to paraphrase
Eddington (Reference 6), his “neuron or nerve cell as a conceptual carrier of a set of psychological variates”.
The point of Cybernetics, then, is the explicit possibility of quantitatively treating such behavioral parameters
independently of the mechanisms presumed to give rise to them.

A number of scientific people, including the present authors, were caught up in the ferment of these ideas.
The US Department of Defense became interested, and in the period 1958-60, through one of its elements, the US
Air Force, initiated the Bionics (another word for applied Cybernetics) program. We will not go into detail on
the various types of learning and self-organizing machines studied since this period. One type, known as a
probability state variable (PSV) machine, was ultimately selected for intensive development. In June 1960 one
of the present authors suggested to the Air Force the use of this particular machine in control applications.
It was suggested that a period of five to ten years of theoretical and development work would realize this
specific application. Theoretical work was initiated in 1961 and a laboratory prototype of the controller was
first constructed in 1964. This paper will deal with the self-organizing controller, some of the results of
flight testing of an elementary version of this controller during 1969, and certain aspects of the design for
a self-organizing control system for on-line optimization of thrust specific fuel consumption in turbopropulsion
systems.

We shall first define some terms as they are now coming into use in Bionics.
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To Control:

To force and/or steer toward accomplishment of required actuator outputs. It is implied that there is a set
of criteria to be improved or optimized in some sense for efficient control. This optimization may be by incor-
poration of learning or self-organizing system functions and/or by a priori design. A complete control system
may involve input and feedback channels that embrace adaptively-trained models for prediction and other functions.

To Adapt:

There are two uses of this word which should be, but are often not, carefully distinguished. Consider a system
f(t) with output c(t) - and input r(t) . Suppose, however that output c’(t) is preferred, given inmput r(t) .
There are only two ways that this can be accomplished. (1) It is known that the system f(t) would produce out-
put c’/(t) if supplied with some input r’(t) # r(t) . Therefore the desired output can be obtained by altering
the input r(t) until it becomes identical to r'(t), using this changed variable as the input to the system
f(t) . This changing of the input is usually brought about by a feedback loop generating an error signal steering
the system toward the desired response. It is the only case that can occur in linear systems containing feedback
loops. (2) It is known that there exists a system g(t) that, given input r(t) , will produce the desired out-
put c’(t) . Therefore the system f(t) is itself operated upon, causing a change in its transfer function in
a way that produces the preferred output c¢’(t) in the presence of input r(t) . All systems to be discussed
as adaptive in this paper will, unless otherwise indicated, fall under case (2). On the face of it, this defini-
tion seems a rather drastic choice, as it inevitably makes the adaptive system nonlinear. For a full discussion
of this distinction and its implications see Reference 7.

Learning:

Given a specified operational situation and specified criteria related to performance in this situation,
learning is defined as statistical improvement of performance according to the criteria. A system which exhibits
this characteristic can have the additional ability of spontaneously initiating transfer functions. Because
memory is an inferred part of this definition, the distinction has arisen between learning systems with very
short term memory, called hereafter, self-organizing systems, and those with long term memory. Long term memory
can be up-dated with experience to improve system “models” of controlled-process dynamics, optimum operating
points, and boundaries. The distinction between terms of memory arises only as a function of the properties,
real or inferred, of the specified environmental situation. The bulk of this paper will be in the discussion
of applications in which the environmental situation can be approached with short term, or self-organizing,
learning systems. However the technique is not limited to only this situation.

Random Generator:

This is a term, while not of the same nature as.the preceding terms, which will be so much a part of the
following that it is advisable to define it at this point. A random generator is taken to mean a subsystem
which generates interrelations in the rest of the system, such that these interrelations cannot be predicted
based on information derived solely from parameters of that part of the system which excludes this subsystem.

There are two main areas to be considered in the design of any control system. One of these relates to the
characteristics of the environmental situation, called the “plant” in control literature. The other relates
to necessary properties of the controller given the environmental situation.

The characteristics of the environmental situation or plant might be summed up in a number of questions:

e Is it linear or nonlinear?
e Is it of low order or high order?

e Is it stationary, quasi-stationary, or non-stationary?

Does it contain significant transport delays?
o Is there interaction or cross-coupling between the actuators that drive multiple response variables?

® Does the coordinate system of the sensors undergo rotation with respect to the coordinate system of the
actuators?*

We must carefully distinguish in all these questions between our verbal and/or analytical description of the
environmental situation and the “real” environmental situation. Engineers quite often make linear approximations
to situations known to be nonlinear. Such approximations may be useful in one regime of the situation, but when
one attempts to extrapolate them to another regime he finds them totally inadequate. Again one often. assumes
stationarity when at most quasi-stationarity exists. The gist of this is that too often the environmental
situation is a construct reflecting limited analytical abilities rather than the more unconstrained actual
situation.

¢ “Rotation” has evident physical interpretation in control of vehicles, but the mathematics of rotation are equally appli~
cable to treatment of other multivariable processes.
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Presuming however that an environmental situation is given, artificially constrained or not, what character-
istics are commonly sought for in the controller? A list of some, by no means complete, would be:

e rapid real time convergence to solutions,
¢ minimum amount of hardware consistent with environmental situation complexity,
e minimum amount of information processing consistent with environment situation complexity,

e reliability.
Other desirable but generally not sought for characteristics would be:

e minimization of the needed amount of analytical description of the environment situation,
o insensitivity to sensor noise,
® ability to deal with a priori unplanned for eventualities,

e search of transfer function space rather than input function space to give desired control response.

With self-organizing and learning control systems, except for the elementary self-organizing controller des-
cribed in Section 3,  the approach is to use an automatic search for the system parameter values that give best
performance. This search in parameter space is directed by a means for performance assessment. The performance
goal generally is to achieve and maintain the minimum levels of system response error that are consistent with
available control resources. Subsidiary goals may relate to observance of operating boundaries (such as the
surge boundary in a turbojet compressor).

As discussed inReferences 9 and 10, the two basic types of parameter search are the unguided searches, both
systematic and purely random, and the guided searches, which use performance trend information to quicken their
convergence. The most familiar of the guided searches is the classical steepest descent method. With this
method, the gradient of the system performance surface is computed from systematic explorations about the
existing operating point and the next step is conducted in this gradient direction. The past decade has seen
increasing attention given to guided random searches. Here, information acquired during the search is used to
control the probability distribution of future steps. Two versions of the guided random method are employed.
The simpler of these uses constant step magnitudes, the directions of the steps being statistically governed
by performance trend data. This method is applicable to self-organizing (short-term memory) systems. In some
cases, the step magnitudes are varied as a deterministic function of error levels.

The other, more general, version of the guided random search is a stochastic process in which the parameter
vector, a , at time t 1is taken in the form

a(t) = a*(t) + c&) (1)

where a* represents the mean of a , usually the “best to date” value from prior experiments in the search, i.e.,
a* 1is the current estimate of the best a ; C 1is a transformation matrix that is usually modified as informa-
tion is gained and system performance changes; and & 1is a normal random vector, often defined for convenience
as having a unit covariance matrix. The algorithm characterized generally by Equation (1), with a* and C
being continually adjusted so as to guide further exploration, is & powerful tool in multidemensional, multi-
modal surface search problems. This search appearstobe particularly well suited to off-line and on-line learning

of prediction models in control systems.

2. SELF-ORGANIZING CONTROL

Parameter search and performance assessment processes for control systems were discussed by one of the present
authors in an earlier AGARD paper (Reference 10). Design of correlation logic units was treated extensively, and
it was shown how modular performance assessment and correlation units are combined in self-organizing controller
(SOC) networks. The simpler guided random search method is used in these correlation units, that is, search
actions pertain only to the question of step directions.

References 10-12 develop the theory of self-organizing control for plants that can be correctly characterized
by the vector-matrix relationship

)
Ax(t) = Gtduct) , )

in which G 1is the gain matrix that transforms a control vector change (Au) into an increment at the NtB
(highest non-singular) derivative level of the system response vector, x . Although more general cases are
treated, it is shown how the goal of minimum

Jlel at,
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where e, = e +7e and T is a positive prediction constant, leads one to the following binary value function
for performance assessment (provided N =2 and e 1is a one-dimensional control error):

- (3)

vV = - sgn @ sgne

Consider, now, an illustrative application of the SOC. Figure 1 shows & hypothetical two-degree-of-freedom
plant. The goal of the SOC is to position a mass, m , in x-y space. Two coplanar, mutually-orthogonal forces,
F. and F, . act on the mass. These forces are produced by the SOC working through fixed actuator gains, K

1
and K respectively. Thus:

1
2

F, = K,u, . 1)

The most important feature of the plant is that the angle, ¢ , between F, and the x axis is arbitrary and
unknown; furthermore, it is assumed that ¢ cannot be measured by any direct means.

If the mass moves without friction or spring restraint, one has the differential equations

mk = F, cos¢-F, sing
my = F,sing *+F, cos ¢,
or
X = GF, (5)
where
i o= (i
.. (6)
A
E =/F )
F,
and
cos¢ -sin ¢
G = - , (8)
m
sin ¢ cos ¢
the latter being the undetermined gain matrix of the plant.
The task of the SOC is to manipulate u, and u, in such a way that the predicted errors
epy = X, - x ¥ T(X, - X)
(9)

ey = Yo~ Y YT, =),

where 7 is a positive constant, are driven to zero regardless of the value of ¢ .

Alternative SOC configurations for this application are shown in Figure 2. “Configuration A’ uses one Perfor-
mance Assessment (PA) unit and two Correlation Logic (CL) units. The value signal, v, for this controller is

2

d
Vs -senog (lep,l *+ lepyD) (10)

which can also be written in the form
v = - sgn (&, sgn ey, * Epy sgn ep.) . (11)

Configuration A offers simplicity, but it requires that ébx and é'p be computed at frequencies as high as
1/2 At , where At is the correlation sampling rate. (Typical At values are 10”2 times 1/f,, in which f_
is the 3 dB frequency of the closed-loop system). To relax the bandwidth requirement on PA circuits, it is
helpful to subdivide v into separate value signals for e, and e, . Doing this, it is also possible to use
feedforward of epy and epy to Actuation-Correlation Logic (ACL) units, as indicated in Figure 2 under the
heading ‘“Configuration B”. These units are also described in References 10-12, It has been found that Con-
figuration B provides successful SOC operation even if épx and é'p are computable up to only 3f, . Thus,
despite its greater component count, Configuration B is attractive when the process has high natural frequencies.
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The subdivided value signals for Configuration B are computed as

vy T sgn e, sgn ip (12)
and
Vy = Sgn ep, sgn ¥p oo (13)
where
ip = % +7'% (14)
¥, = ¥yrTIY, (15)

in which 7' is positive.

Figure 3 illustrates signal flow within the system using the Configuration B controller. Consider first the
case ¢ =0, when u, has exclusive authority over x and u, has the same over y . The plant gain matrix
has zero off-diagonal terms, because the actuators do not interact (sin ¢ = 0). ACL’s 2 and 3 should produce
zero outputs, on the average, so as not to disturb ACL 1 in its control of x and ACL 4 in its control of y .
The signal path for control of y is indicated by the heaviest lines and black elements of the figure.

Next suppose the controlled object rotates so that ¢ = 90°. Now u, has exclusive authority over y and
u, over x. The diagonal terms of the plant gain matrix are zero, and control must be established via the
off-diagonal terms, one of which is -1 and the other +1 . ACL 2 now assumes responsibility for x , the
output of ACL 2 reaching the x subplant via the u, summing device and the -sin ¢ element of the plant.
Similarly, as indicated by the shaded blocks and medium-weight lines in Figure 3, ACL 3 effects control of y
via the u, summing device and the sin ¢ element of the plant. ACL’s 1 and 4 should produce zero outputs,

on the average, to avoid disturbance to ACL’'s 3 and 2 at the ¢ = 90° condition.

At ¢ = 45° , 135% etc., all ACL paths are equally important in terms of their potential for producing
accelerations of the plant. The polarities of the four ACL outputs must then, on the average, reflect the
polarities of their respective gain-matrix elements in the plant. A disturbance anywhere in the system requires
alteration of the probability states in the four ACL’s.

Figure 4 shows typical responses of the illustrative SOC system for the case ¢ = 30° , similar results
having been obtained for all other ¢ values and when ¢ was time varying. Analog computer elements were
used to simulate the plant, and commercial SOC hardware was employed for the controller. Inputs (x, and y.)
to the system are not shown in the recording. Prior to time “a’”, both X and y. were zero, and at this
time X, changed abruptly by the amount of a positive unit step. Note that the x response is rapid but
smooth and that interaction with y is nearly imperceptible. The X, = 1 command was left on until time “c”.
At time “b’”, prior to “c”, a positive unit step input was also applied to y ; ¥y response was also excellent
and the interaction with x was minimel. At ‘“c”, both Xg and y. were changed to -1, and the outputs of
the system responded quickly and smoothly to the simultaneous command reversals.

From the above, it is seen that Configuration B requires cross-feed ACL’s when the controlled plant has
significant off-diagonal gain-matrix terms. The best test for the existence of this condition in a plant is to
find if mixing of the u components occurs within the plant upstream of its acceleration response, X . (The

SOC monitors changes in plant acceleration, any delays due to actuators and other upstream lags being masked
by a finite interval between u changes). In the absence of such mixing, the cross-feed ACL’ s may be eliminated.

3. ELEMENTARY S0C

An elementary self-organizing controller for the pitch axis of the US Air Force F-101B fighter aircraft has
been successfully flight tested. This controller was flown with a cockpit electric side stick in a pseudo-fly-
by-wire configuration, that is, as a fly-by-wire system with a normally disengaged mechanical backup. Blended
pitch-rate and forward normal acceleration feedback (C*) and stabilator position feedback were the primary return
signals used by the SOC, which had full authority over the aircraft stabilator within the inherent rate and
position limits of its actuator. 32 test flights were conducted with the SOC during July-November 1969, con-
stituting total flying time of approximately 40 hours. These flights encompassed nearly the entire performance
envelope of the F-101B and included piloting tasks representative of missions flown with current fighter air-
craft. The Air Force pilots rated the SOC between Al and A2 on the Cooper-Harper Pilot Rating Scale. There
were no in-flight malfunctions of the SOC equipment.

References 9 — 11 present the technical background for the elementary SOC flight program. Reference 13 out-
lines design principles followed in the hardware, while Reference 14 details the entire program, including
flight test results.
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" The elementary SOC was unique in that it contained means for modulated-noise control signal generation. A
functional block diagram of the SOC Logic Unit (SLU) which incorporated this feature is shown in Figure 5. The
SLU received the error signal, e , from an error function coupler and computed an augmented derivative.
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which was used to provide lead compensation. The sign of e_ was then determined by a zero-crossing detector
(electronic relay). Up to this point, the SLU thus functioned as a relay controller with lead compensation.
The novel portion of the unit was that which encoded sgn ep the output of this first zero-crossing detector,
as sgn u , another binary control signal having the same low-frequency components as sgn e, but with high-
frequency components governed chiefly by the characteristics of the noise carrier used in a modulation process.

sgn u was a binary probability state variable (PSV), that is, the distribution function but not the instan-
taneous state of sgn u was controlled. A probability control voltage, PCV, established the binary probability
distribution for sgn u ; specifically, the probability of sgn u =1 increased for increasing PCV, while the
probability of sgn u = -1 decreased for increasing PCV, and the opposite relationships held for decreasing
PCV. For its part, PCV was determined by a nonlinear lag operator acting on sgn ey

With the particular parameter values used in the lag operator for PCV, the latter was capable of moving from
its midpoint to either of its limits (+3V or -3V) in 0.003 sec, or from one of its limits to the opposite in
0.006 sec. Once at either of its limits, PCV biased the noise source to approximately a 3o level, i.e.,
sgn u became equal to sgn e with almost complete certainty. The minimum elapsed time interval of 0.006 sec
between the PCV limits prevenged any coherent oscillation of sgn e_ from appearing in sgn u at frequencies
above approximately 1/(0.0127) = 26.5 Hz . Although the phase shift of the nonlinear lag between sgn e_ and
PCV was 180° at 26.5 Hz (the natural auto-oscillation frequency of the SLU encoder working in an otherwise lead-
or-lag free negative feedback loop), the phase shift of this element at basic control-mode frequencies (0.5 Hz)
was negligible. Therefore encoding of sgn e by the modulated-noise process to obtain sgn u had the effect
of rejecting sharply any components of sgn e, above the design cut-off frequency of approximately 26.5 Hz,
while producing no substantial effect on basic control-mode signals.

The filtering properties of the PSV encoder were, in this project, of secondary interest to the ability of
this device to mitigate adverse control effects of hysteresis in actuators and in the airframe structure. Because
the quantitative values of such hysteresis have not been precisely determined, and probably vary from one air-
craft to the next, the following discussion considers only certain qualitative aspects.

Suppose some element within the actuator has a hysteresis loop of the type sketched in Figure 6. Suppose,
further, that sgn e is oscillating in a limit cycle at a given frequency ch . Without the PSV encoder, the
actuator input might then exhibit the waveform shown in Figure 6 below the actuator input-output hysteresis
diagram. This input is not a rectangular wave (even though the sgn e, waveform is rectangular) because of
lags and rate limits between the controller and the actuator. For example, in the F-101B, the stabilator main
power actuator is driven by a hydraulic servo (the parallel servo) which has a significant output-rate limit as
well as first-order and higher-order dynamic lags. For the assumed coherent input, the output of the hypothetical
actuator becomes the waveform shown at the top right of Figure 6. The shaded regions of the sketch represent
the lag distortion imposed upon the driving waveform by the actuator hysteresis loop. Note that this distortion
represents a substantial delay (essentially a dead time of one-sixth of the limit-cycle period).

Now contrast the above with the behavior of the actuator when sgn e, has been encoded as a PSV signal.
Provided the actuator input can assume the form shown in Figure 7, despite the presence of lags and rate limits
between sgn u and the actuator, the new output waveform becomes another PSV signal, as shown in the figure,
and this new output exhibits significantly less lag distortion than existed previously. In principle, then,
and subject to the above proviso, the PSV encoder has reduced the effective dead time of the actuator. Theory
says that this reduction in effective dead time should increase the control system limit-cycle frequency, f
And with a raise in the frequency, the amplitude of the limit-cycle oscillation should be proportionately reduced
(ignoring possible resonance effects). The designer's question, however, is whether the necessary rapid, random
excursions about a mean dynamic input to the actuator are achievable in view of the natural up-stream lags and
rate limits. Based upon results of this project, the answer appears to be: “For the F-101B tested, yes”. The
matter seems to hinge on differences between the small-signal and large-signal characteristics of system elements
between the controller and the final actuator. Indications are that the small signal responses of these elements
are not as severely rate-limited as are the large-signal (mean) responses.

Simulations (with appropriate actuator hysteresis) and ground tests of the F-101B/SOC system measured a closed-
loop ch of 20 Hz with the PSV encoders functioning.* Flight tests showed an intermittent oscillation to be
present at approximately 16 Hz! (the lower fLC was possibly due to proximity in frequency of the airframe
second bending mode), with no oscillations observed at frequencies higher than 16 Hz, No ground or flight tests
were conducted with the PSV encoders disabled. Simulation experiments run without actuator hysteresis produced
ch in the range 33 - 60 Hz (note that the encoder elevated its own nominal 26.5 Hz auto-oscillation frequency
by a similar mechanism to that affecting the actuator behavior). A hysteresis magnitude just great enough to
lower ch of the simulation to 20 Hz with the PSV encoders functioning was sufficient to introduce a sub-
stantial limit cycle at approximately 2.9 Hz (close to the sirframe short-period mode) with these encoders
disabled.

* Incremental SSPT amplitude of this oscillation was approximately 0.20 in peak-to-peak.

t Incremental SSPT amplitude (when oscillation was present) varied, but averaged approximately 0.25 in peak-to-peak.
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While flight tests of the elementary SOC have shown the benefits of PSV encoding, simulations and hardware
bench tests have established that directed correlation processes (Section 2) are also feasible. These processes
offer many potential benefits for flight vehicle control, particularly in three-axis fly-by-wire systems, which
rise out of the ability to deal with strongly coupled, nonlinear plants.

At the present time, considerable attention is directed toward turbopropulsion and air-launched missile
applications of self-organizing and learning controllers. (Reference 15-18) The next section describes recent
computer simulations of a turbine engine SOC system.

4. TURBINE ENGINE SOC

The pilot of an aircraft expects net thrust of the propulsion system to vary in proportion to his setting of
the power lever. Full thrust for any prescribed flight condition should be produced when the power lever is at
its meximum angle, whereas the system should give idle thrust at the minimum angle. The thrust reference signal,
Fegr at time t can be defined as

Fegp(t) = K L(t) , (16)

where L(t) is the power lever angle at time t and K is a constant of proportionality which relates the
desired percentage of maximum net thrust to power lever angle.

Thrust error at time t is defined as the difference between the reference and computed net thrust levels,
viz.

(17)

mn

e(t) Frer(®) = Fyppe(t) .
in which Fygrc(t) denotes net thrust at time t as computed by the control system. (The subject of thrust

computation is treated in reference 15.)

Suppose the net thrust computation is used as the basis for closed-loop thrust control via a proportional-
plus-integral-plus derivative (PID) controller operating on the thrust error signal. At any prescribed thrust
level and flight condition, the principal economic figure of merit for a turbopropulsion system is its thrust
specific fuel consumption, TSFC, defined as

TSFC = We/Fygy ~ Wo/Fygrc - (18)

where wg is fuel-flow rate in pounds per hour and Frer is propulsion system net thrust in pounds. (A typical
value for TSFC is 0.7). In general, TSFC is dependent on settings of geometric parameters such as turbine inlet
areas and exhaust nozzle area, as well as on the operating thrust level.

From Equation (18), assuming steady-state operation

O(TSFC) 9(TSFC)
A(TSFC) = —— AF + — Aw (19)
NET f
BFNET awf
or
1
A(TSFC) = — —— (TSFC OFypn — Owy) (20)
F
NET
Therefore, if one takes
sgn v = - sgn A(TSFC) (21)
he has the performance assessment relationship (Reference 15)
sgn v = sgn (TSFC AF‘NET -Awf) , (22)
since FNET 0.

Consider the conditions under which Equation (22) suffices for performance assessment in a self-organizing
controller used to minimize TSFC at any thrust level and flight condition. Suppose the SOC uses a sampling
interval At , and at the beginning of each interval certain control increments are computed and transmitted
to actuators, while at the ends of the same intervals the corresponding sgn v's are calculated. If the
engine reaches equilibrium at the end of each sampling interval, i.e., if the spool acceleration, N , becomes
zero, measurements of AFNET and Awf at the ends of the intervals will indicate the true polarities of
A(TSFC) . But if N does not return to zero, the underlying assumption of steady-state conditions is violated,
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and there is considerable likelihood of sgn v being incorrect. To relax the requirement for reaching zero N
by the end of each At , so as to permit use of smaller At’s and thereby reduce SOC convergence time during
TSFC optimization, the physical approach is to augment AFNET and Awf by a term involving AN , viz,

V = sgn (TSFC AFypq - Ow, + cAN) (23)

where the value of ¢ depends on the expected thrust potential of residual AN .

Another important requirement on the performance assessment arises when system operation is limited by an
engine boundary. The SOC must cause the geometric parameters to be changed in a way that minimizes thrust error
without violating the boundary.

The study of a self-organizing controller which employs Equation (23) in the performance assessment unit is
reported in Reference 15. This controller used two correlation units, one to adjust turbine inlet area, the
other to adjust exhaust nozzle area. A priori boundaries imposed by surge, turbine inlet over-temperature,
overspeed, and flameout were programmed into the SOC, which was designed to optimize engine geometry for any
thrust level, flight condition, or age of the powerplant. Figure 8 illustrates a typical optimization path of
the system from an arbitrary initial condition to the immediate vicinity of the minimum TSFC point. Although
contours of constant TSFC are plotted in this figure, it is important to realize that the controller had no
prior knowledge of the contours, but had to determine its best operating conditions through experimentation.

The data presented in the reference indicate ability of the SOC optimization system with PID thrust controller
to achieve TSFC within about 0.2% of the minimum for any given thrust level, with convergence in 10-45 sec de-
pending on distance from the optimum point. Thrust perturbations resulting from variations in exhaust nozzle
area and turbine inlet area had a peak magnitude of approximately 0.2% of maximum thrust. Transient thrust
responses following disturbances or power lever changes were rapid, with small thrust overshoot and complete
thrust recovery in about 0.3 sec. Steady-state thrust errors were negligible,

Reference 16 (Part II) describes application of SOC techniques to control of spike position and cone angle of
a supersonic inlet. Reference 17 introduces a method for adaptively learning the location of an unknown surge
boundary so that optimization of a variable geometry compressor via on-line adjustment of stator vane angles can
be accomplished without inadvertently surging the engine.

5. SUMMARY, FUTURE PROSPECTS, AND PROBLEMS

This paper has briefly traced the design and develdpment of a particular type of learning system end touched
on its applications to aircraft and turbopropulsion system control.* These uses of machine learning employ short-
term memory and are referred to as self-organizing systems.

The self-organizing controller can be combined with a learning prediction model in the manner shown in Figure 9
when it is necessary to counteract long-term transport delay phenomena in the plant. Although this control
system configuration has not yet been investigated very extensively for aeronautical applications, it is currently
receiving considerable attention for industrial process control. It is anticipated that development of these
“hierarchical” learning control systems (having both long and short memory retention characteristics) will be
pushed in the next few years in response to stringent aeronautical requirements, particularly for use in propul-
sion supervisory control systems needed by high-performance aircraft.

We have, for brevity’ s sake in this paper, ignored and/or glossed over some of the real difficulties in the
learning system approach. We will summarize some of these difficulties at this point without necessarily
offering any solutions but possibly pointing out references suggesting fruitful lines of endeavor.

By and large the environmental situations treated in this paper have been, for learning systems, conceptually
simple. We mean by this the following: Given a plant which has a well defined set of parameters which measure
performance, one can, in principle, design a learning system that will converge within this parameter space to
solutions if solutions exist within this space. These parameters we have called goals or performance asessment
measures of the system. We feel that these goals, in our present discussion, have been overconstrained with
respect to comparable biological systems in the following ways:

(a) The goals are highly problem specific where the biological system is not nearly so problem specific. For
example, in much of the treatment given in this paper, we have been constrained to operating on error
and error derivatives of the plant response. We would like ideally to tie instead to some kind of system
integrity limits, such as in aircraft:
(1) don’t exceed allowable skin temperature limits,
and
(2) don’t exceed elastic stress limitations, etc.

As already noted in Section 4, work in turbopropulsion learning control systems is presently moving in
the direction of more generalized goals.

" & Recent research has also dealt with control system applications for air-launched missiles (Reference 18).
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While flight tests of the elementary SOC have shown the benefits of PSV encoding, simulations and hardware
bench tests have established that directed correlation processes (Section 2) are also feasible. These processes
offer many potential benefits for flight vehicle control, particularly in three-axis fly-by-wire systems, which
rise out of the ability to deal with strongly coupled, nonlinear plants.

At the present time, considerable attention is directed toward turbopropulsion and air-launched missile
applications of self-organizing and learning controllers. (Reference 15-18) The next section describes recent
computer simulations of a turbine engine SOC system.

4. TURBINE ENGINE SOC

The pilot of an aircraft expects net thrust of the propulsion system to vary in proportion to his setting of
the power lever. Full thrust for any prescribed flight condition should be produced when the power lever is at
its maximum angle, whereas the system should give idle thrust at the minimum angle. The thrust reference signal,

Fege + 8t time t can be defined as

Foer(t) = K L(t) , (16)

where L(t) is the power lever angle at time t and K is a constant of proportionality which relates the
desired percentage of maximum net thrust to power lever angle.

Thrust error at time t is defined as the difference between the reference and computed net thrust levels,
viz.

e(t) = Fpgp(t) = Fyppo(t) | (1m

in which Fygrc(t) denotes net thrust at time t as computed by the control system. (The subject of thrust
computation is treated in reference 15.)

Suppose the net thrust computation is used as the basis for closed-loop thrust control via a proportional-
plus-integral-plus derivative (PID) controller operating on the thrust error signal. At any prescribed thrust
level and flight condition, the principal economic figure of merit for a turbopropulsion system is its thrust
specific fuel consumption, TSFC, defined as

TSFC = We/Fypr ~ We/Fyprg o (18)

where W is fuel-flow rate in pounds per hour and FNET is propulsion system net thrust in pounds. (A typical
value for TSFC is 0.7). In general, TSFC is dependent on settings of geometric parameters such as turbine inlet
areas and exhaust nozzle area, as well as on the operating thrust level.

From Equation (18), assuming steady-state operation

O(TSFC O(TSFC
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or
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Therefore, if one takes
sgn v = - sgn A(TSFC) 21
he has the performance assessment relationship (Reference 15)
sgn v = sgn (TSFC AFNET -Awf) , (22)

since Fygr > 0 -«

Consider the conditions under which Equation (22) suffices for performance assessment in a self-organizing
controller used to minimize TSFC at any thrust level and flight condition. Suppose the SOC uses a sampling
interval At , and at the beginning of each interval certain control increments are computed and transmitted
to actuators, while at the ends of the same intervals the corresponding sgn v's are calculated. If the
engine reaches equilibrium at the end of each sampling interval, i.e., if the spool acceleration, N , becomes
zero, measurements of AF, T and Z&wf at the ends of the intervals will indicate the true polarities of
A(TSFC) . But if N does not return to zero, the underlying assumption of steady-state conditions is violated,
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and there is considerable likelihood of sgn v being incorrect. To relax the requirement for reaching zero N
by the end of each At , so as to permit use of smaller At’s and thereby reduce SOC convergence time during
TSFC optimization, the physical approach is to auegment AFNET and Awf by a term involving AN , viz

v = sgn (TSFC AFyg, - Ow, + cAN) | (23)

where the value of ¢ depends on the expected thrust potential of residual N .

Another important requirement on the performance assessment arises when system operation is limited by an
engine boundary. The SOC must cause the geometric parameters to be changed in a way that minimizes thrust error
without violating the boundary.

The study of a self-organizing controller which employs Equation (23) in the performance assessment unit is
reported in Reference 15. This controller used two correlation units, one to adjust turbine inlet area, the
other to adjust exhaust nozzle area. A priori boundaries imposed by surge, turbine inlet over-temperature,
overspeed, and flameout were programmed into the SOC, which was designed to optimize engine geometry for any
thrust level, flight condition, or age of the powerplant. Figure 8 illustrates a typical optimization path of
the system from an arbitrary initial condition to the immediate vicinity of the minimum TSFC point. Although
contours of constant TSFC are plotted in this figure, it is important to realize that the controller had no
prior knowledge of the contours, but had to determine its best operating conditions through experimentation.

The data presented in the reference indicate ability of the SOC optimization system with PID thrust controller
to achieve TSFC within about 0.2% of the minimum for any given thrust level, with convergence in 10-45 sec de-
pending on distance from the optimum point. Thrust perturbations resulting from variations in exhaust nozzle
area and turbine inlet area had a peak magnitude of approximately 0.2% of maximum thrust. Transient thrust
responses following disturbances or power lever changes were rapid, with small thrust overshoot and complete
thrust recovery in about 0.3 sec. Steady-state thrust errors were negligible.

Reference 16 (Part II) describes application of SOC techniques to control of spike position and cone angle of
a supersonic inlet. Reference 17 introduces a method for adaptively learning the location of an unknown surge
boundary so that optimization of a variable geometry compressor via on-line adjustment of stator vane angles can
be accomplished without inadvertently surging the engine.

5. SUMMARY, FUTURE PROSPECTS, AND PROBLEMS

This paper has briefly traced the design and development of a particular type of learning system and touched
on its applications to aircraft and turbopropulsion system control.* These uses of machine learning employ short-
term memory and are referred to as self-organizing systems. '

The self-organizing controller can be combined with a learning prediction model in the manner shown in Figure 9
when it is necessary to counteract long-term transport delay phenomena in the plant. Although this control
system configuration has not yet been investigated very extensively for aeronautical applications, it is currently
receiving considerable attention for industrial process control. It is anticipated that development of these
“hierarchical” learning control systems (having both long and short memory retention characteristics) will be
pushed in the next few years in response to stringent aeronautical requirements, particularly for use in propul-
sion supervisory control systems needed by high-performance aircraft.

We have, for brevity’ s sake in this paper, ignored and/or glossed over some of the real difficulties in the
learning system approach, We will summarize some of these difficulties at this point without necessarily
offering any solutions but possibly pointing out references suggesting fruitful lines of endeavor.

By and large the environmental situations treated in this paper have been, for learning systems, conceptually
simple. We mean by this the following: Given a plant which has a well defined set of parameters which measure
performance, one can, in principle, design a learning system that will converge within this parameter space to
solutions if solutions exist within this space. These parameters we have called goals or performance asessment
measures of the system. We feel that these goals, in our present discussion, have been overconstrained with
respect to comparable biological systems in the following ways:

(a) The goals are highly problem specific where the biological system is not nearly so problem specific. For
example, in much of the treatment given in this paper, we have been constrained to operating on error
and error derivatives of the plant response. We would like ideally to tie instead to some kind of system
integrity limits, such as in aircraft:
(1) don’ t exceed allowable skin temperature limits,
and
(2) don’t exceed elastic stress limitations, etc.

As already noted in Section 4, work in turbopropulsion learning control systems is presently moving in
the direction of more generalized goals.

* Recent research has also dealt with control system applications for air-launched missiles (Reference 18).



12-7

While flight tests of the elementary SOC have shown the benefits of PSV encoding, simulations and hardware
bench tests have established that directed correlation processes (Section 2) are also feasible. These processes
offer many potential benefits for flight vehicle control, particularly in three-axis fly-by-wire systems, which
rise out of the ability to deal with strongly coupled, nonlinear plants.

At the present time, considerable attention is directed toward turbopropulsion and air-launched missile
applications of self-organizing and learning controllers. (Reference 15-18) The next section describes recent
computer simulations of a turbine engine SOC system.

4. TURBINE ENGINE SOC

The pilot of an aircraft expects net thrust of the propulsion system to vary in proportion to his setting of
the power lever. Full thrust for any prescribed flight condition should be produced when the power lever is at
its maximum angle, whereas the system should give idle thrust at the minimum angle. The thrust reference signal,

Fegp + 8t time t can be defined as

Fegp(t) = KL(t)y , | (16)

where L(t) 1is the power lever angle at time t and K is a constant of proportionality which relates the
desired percentage of maximum net thrust to power lever angle.

Thrust error at time t is defined as the difference between the reference and computed net thrust levels,
viz,

e(t) = Frup(t) = Fypno(t) | : an

in which Fyere(t) denotes net thrust at time t as computed by the control system. (The subject of thrust
computation is treated in reference 15.)

Suppose the net thrust computation is used as the basis for closed-loop thrust control via a proportional-
plus-integral-plus derivative (PID) controller operating on the thrust error signal. At any prescribed thrust

level and flight condition, the principal economic figure of merit for a turbopropulsion system is its thrust
specific fuel consumption, TSFC, defined as

TSFC = Wo/Fypy > We/Fyprc - (18)

where We is fuel-flow rate in pounds per hour and FNET is propulsion system net thrust in pounds. (A typical
value for TSFC is 0.7). In general, TSFC is dependent on settings of geometric parameters such as turbine inlet
areas and exhaust nozzle area, as well as on the operating thrust level.

From Equation (18), assuming steady-state operation

O(TSFC) O(TSFC)
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or
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Therefore, if one takes
sgn v = - sgn A(TSFC) 21

he has the performance assessment relationship (Reference 15)
sgn v = sgn (TSFC OF .. - Awp) , (22)

since Fyer > 0.

Consider the conditions under which Equation (22) suffices for performance assessment in a self-organizing
controller used to minimize TSFC at any thrust level and flight condition. Suppose the SOC uses a sampling
interval At , and at the beginning of each interval certain control increments are computed and transmitted
to actuators, while at the ends of the same intervals the corresponding sgn v’s are calculated. If the
engine reaches equilibrium at the end of each sampling interval, i.e., if the spool acceleration, N , becomes
zZero, measurements of AFNET and Awf at the ends of the intervals will indicate the true polarities of
A(TSFC) . But if N does not return to zero, the underlying assumption of steady-state conditions is violated,
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and there is considerable likelihood of sgn v being incorrect. To relax the requirement for reaching zero N
by the end of each At , so as to permit use of smaller At’s and thereby reduce SOC convergence time during

TSFC optimization, the physical approach is to augment AFNET and Awf by a term involving AN , viz.

v = sgn (TSFC OFyg, - Ow, + cAN) (23)

where the value of ¢ depends on the expected thrust potential of residual AN .

Another important requirement on the performance assessment arises when system operation is limited by an
engine boundary. The SOC must cause the geometric parameters to be changed in a way that minimizes thrust error
without violating the boundary.

The study of a self-organizing controller which employs Equation (23) in the performance assessment unit is
reported in Reference 15. This controller used two correlation units, one to adjust turbine inlet area, the
other to adjust exhaust nozzle area. A priori boundaries imposed by surge, turbine inlet over-temperature,
overspeed, and flameout were programmed into the SOC, which was designed to optimize engine geometry for any
thrust level, flight condition, or age of the powerplant. Figure 8 illustrates a typical optimization path of
the system from an arbitrary initial condition to the immediate vicinity of the minimum TSFC point. Although
contours of constant TSFC are plotted in this figure, it is important to realize that the controller had no
prior knowledge of the contours, but had to determine its best operating conditions through experimentation.

The data presented in the reference indicate ability of the SOC optimization system with PID thrust controller
to achieve TSFC within about 0.2% of the minimum for any given thrust level, with convergence in 10-45 sec de-
pending on distance from the optimum point. Thrust perturbations resulting from variations in exhaust nozzle
area and turbine inlet area had a peak magnitude of approximately 0.2% of maximum thrust. Transient thrust
responses following disturbances or power lever changes were rapid, with small thrust overshoot and complete
thrust recovery in about 0.3 sec. Steady-state thrust errors were negligible.

Reference 16 (Part I1I) describes application of SOC techniques to control of spike position and cone angle of
a supersonic inlet. Reference 17 introduces a method for adaptively learning the location of an unknown surge
boundary so that optimization of a variable geometry compressor via on-line adjustment of stator vane angles can
be accomplished without inadvertently surging the engine.

5. SUMMARY, FUTURE PROSPECTS, AND PROBLEMS

This paper has briefly traced the design and development of a particular type of learning system and touched
on its applications to aircraft and turbopropulsion system control.* These uses of machine learning employ short-
term memory and are referred to as self-organizing systems.

The self-organizing controller can be combined with a learning prediction model in the manner shown in Figure 9
when it is necessary to counteract long-term transport delay phenomena in the plant. Although this control
system configuration has not yet been investigated very extensively for aeronautical applications, it is currently
receiving considerable attention for industrial process control. It is anticipated that development of these
“hierarchical” learning control systems (having both long and short memory retention characteristics) will be
pushed in the next few years in response to stringent aeronautical requirements, particularly for use in propul-
sion supervisory control systems needed by high-performance aircraft.

We have, for brevity’ s sake in this paper, ignored and/or glossed over some of the real difficulties in the
learning system approach. We will summarize some of these difficulties at this point without necessarily
offering any solutions but possibly pointing out references suggesting fruitful lines of endeavor.

By and large the environmental situations treated in this paper have been, for learning systems, conceptually
simple. We mean by this the following: Given a plant which has a well defined set of parameters which measure
performance, one can, in principle, design a learning system that will converge within this parameter space to
solutions if solutions exist within this space. These parameters we have called goals or performance asessment
measures of the system. We feel that these goals, in our present discussion, have been overconstrained with
respect to comparable biological systems in the following ways:

(a) The goals are highly problem specific where the biological system is not nearly so problem specific. For
example, in much of the treatment given in this paper, we have been constrained to operating on error
and error derivatives of the plant response. We would like ideally to tie instead to some kind of system
integrity limits, such as in aircraft:
(1) don’t exceed allowable skin temperature limits,
and
(2) don’t exceed elastic stress limitations, etc.

As already noted in Section 4, work in turbopropulsion learning control systems is presently moving in
the direction of more generalized goals.

* Recent research has also dealt with control system applications for air-launched missiles (Reference 18).
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While flight tests of the elementary SOC have shown the benefits of PSV encoding, simulations and hardware
bench tests have established that directed correlation processes (Section 2) are also feasible. These processes
offer many potential benefits for flight vehicle control, particularly in three- axis fly-by-wire systems, which
rise out of the ability to deal with strongly coupled, nonlinear plants.

At the present time, considerable attention is directed toward turbopropulsion and air-launched missile
applications of self-organizing and learning controllers. (Reference 15-18) The next section describes recent
computer simulations of a turbine engine SOC system.

4. TURBINE ENGINE SOC

The pilot of an aircraft expects net thrust of the propulsion system to vary in proportion to his setting of
the power lever. Full thrust for any prescribed flight condition should be produced when the power lever is at
its maximum angle, whereas the system should give idle thrust at the minimum angle. The thrust reference signal,

Feer » 8t time t can be defined as

Feep(t) = K L(t) (16)

where L(t) is the power lever angle at time t and K is a constant of proportionality which relates the
desired percentage of maximum net thrust to power lever angle.

Thrust error at time t is defined as the difference between the reference and computed net thrust levels,
viz.

e(t) = Pppo(t) — Fypno(t) | amn

in which FNETC(t) denotes net thrust at time t as computed by the control system. (The subject of thrust
computation is treated in reference 15.)

Suppose the net thrust computation is used as the basis for closed-loop thrust control via a proportional-
plus-integral-plus derivative (PID) controller operating on the thrust error signal. At any prescribed thrust
level and flight condition, the principal economic figure of merit for a turbopropulsion system is its thrust
specific fuel consumption, TSFC, defined as

TSFC = Wf/FNET v wf/FNETC s (18)

where w., 1s fuel-flow rate in pounds per hour and Fuer is propulsion system net thrust in pounds. (A typical
value for TSFC is 0.7). In general, TSFC is dependent on settings of geometric parameters such as turbine inlet
areas and exhaust nozzle area, as well as on the operating thrust level.

From Equation (18), assuming steady-state operation

AcrsFe) = @ APy * ?’(:FC) Awg (19)
NET f
or
A(TSFC) = - o (TSFC OF gy - Owg) . (20)
NET
Therefore, if one takes
sgn v = - sgn A(TSFC) (21)
he has the performance assessment relationship (Reference 15)
sgn v = sgn (TSFC AFNET -Awf) , (22)
since Fypr > 0.

Consider the conditions under which Equation (22) suffices for performance assessment in a self-organizing
controller used to minimize TSFC at any thrust level and flight condition. Suppose the SOC uses a sampling
interval At , and at the beginning of each interval certain control increments are computed and transmitted
to actuators, while at the ends of the same intervals the corresponding sgn v's are calculated. If the
engine reaches equilibrium at the end of each sampling interval, i.e., if the spool acceleration, N , becomes
zero, measurements of AFNET and zﬁwf at the ends of the intervals will indicate the true polarities of
A(TSFC) . But if N does not return to zero, the underlying assumption of steady-state conditions is violated,
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and there is considerable likelihood of sgn v being incorrect. To relax the requirement for reaching zero N
by the end of each At , so as to permit use of smaller At’s and thereby reduce SOC convergence time during
TSFC optimization,- the physical approach is to augment zﬁFNET and Awf by a term involving AN , viz,

V. = sen (TSFCOFyg, - Owg + Ny , (23)

where the value of c¢ depends on the expected thrust potential of residual AN .

Another important requirement on the performance assessment arises when system operation is limited by an
engine boundary. The SOC must cause the geometric parameters to be changed in a way that minimizes thrust error
without violating the boundary.

The study of a self-organizing controller which employs Equation (23) in the performance assessment unit is
reported in Reference 15. This controller used two correlation units, one to adjust turbine inlet area, the
other to adjust exhaust nozzle area. A priori boundaries imposed by surge, turbine inlet over-temperature,
overspeed, and flameout were programmed into the SOC, which was designed to optimize engine geometry for any
thrust level, flight condition, or age of the powerplant. Figure 8 illustrates a typical optimization path of
the system from an arbitrary initial condition to the immediate vicinity of the minimum TSFC point. Although
contours of constant TSFC are plotted in this figure, it is important to realize that the controller had no
prior knowledge of the contours, but had to determine its best operating conditions through experimentation.

The data presented in the reference indicate ability of the SOC optimization system with PID thrust controller
to achieve TSFC within about 0.2% of the minimum for any given thrust level, with convergence in 10-45 sec de-
pending on distance from the optimum point. Thrust perturbations resulting from variations in exhaust nozzle
area and turbine inlet area had a peak magnitude of approximately 0.2% of maximum thrust. Transient thrust
responses following disturbances or power lever changes were rapid, with small thrust overshoot and complete
thrust recovery in about 0.3 sec. Steady-state thrust errors were negligible.

Reference 16 (Part II) describes application of SOC techniques to control of spike position and cone angle of
a supersonic inlet. Reference 17 introduces a method for adaptively learning the location of an unknown surge
boundary so that optimization of a variable geometry compressor via on-line adjustment of stator vane angles can
be accomplished without inadvertently surging the engine.

f

5. SUMMARY, FUTURE PROSPECTS, AND PROBLEMS

This paper has briefly traced the design and development of a particular type of learning system and touched
on its applications to aircraft and turbopropulsion system control.* These uses of machine learning employ short-
term memory and are referred to as self-organizing systems.

The self-organizing controller can be combined with a learning prediction model in the manner shown in Figure 9
when it is necessary to counteract long-term transport delay phenomena in the plant. Although this control
system configuration has not yet been investigated very extensively for aeronautical applications, it is currently
receiving considerable attention for industrial process control. It is anticipated that development of these
“hierarchical” learning control systems (having both long and short memory retention characteristics) will be
pushed in the next few years in response to stringent aeronautical requirements, particularly for use in propul-
sion supervisory control systems needed by high-performance aircraft.

We have, for brevity's sake in this paper, ignored and/or glossed over some of the real difficulties in the
learning system approach. We will summarize some of these difficulties at this point without necessarily
offering any solutions but possibly pointing out references suggesting fruitful lines of endeavor.

By and large the environmental situations treated in this paper have been, for learning systems, conceptually
simple. We mean by this the following: Given a plant which has a well defined set of parameters which measure
performance, one can, in principle, design a learning system that will converge within this parameter space to
solutions if solutions exist within this space. These parameters we have called goals or performance asessment
measures of the system. We feel that these goals, in our present discussion, have been overconstrained with
respect to comparable biological systems in the following ways:

(a) The goals are highly problem specific where the biological system is not nearly so problem specific. For
example, in much of the treatment given in this paper, we have been constrained to operating on error
and error derivatives of the plant response. We would like ideally to tie instead to some kind of system
integrity limits, such as in aircraft:
(1) don’t exceed allowable skin temperature limits,
and
v(2) don’t exceed elastic stress limitations, etc.

As already noted in Section 4, work in turbopropulsion learning control systems is presently moving in
the direction of more generalized goals.

* Recent research has also dealt with control system applications for air-launched missiles (Reference 18).
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(b) We have only briefly discussed situations where multiple goals are the essence. Possibility of competi-
tion among the goals may arise. Solutions for one goal may not be solutions when several goals have to
be simultaneously satisfied. This will almost certainly be the case in systems which contain high
degrees of interaction among their subsystems and/or degrees of freedom. References 10 and 12 deal with
conflicting goals involving system error level versus control resource expenditures.

(c) We have attempted no discussion of unreliable, noisy, or incompletely specified goals. In any complex
situation with many degrees of freedom this is probably more often the case than not. This is related
to the further question as to whether it is possible to have non-specific goals that have the property
of evolving more specific sub-goals. This certainly seems to be the case in living systems.

We have neither the time nor the space to go into these problems and their possible solutions. Probably the
most complete discussion to date may be found in the whole of Reference 8.

In a more extended discussion, we would have been much more careful in discussing the relation between various
logical processes and learning. There are at least three logical processes to be distinguished. These are known
as deduction, induction, and abduction.

Deduction is, of course, reasoning from some general premise to particular cases. It is applicable to any
situation where we have complete knowledge and/or not too many degrees of freedom. Mathematical reasoning is a
case in point, as is also design of optimum controllers or filters for linear systems.

Induction is reasoning from particular cases to general conclusions. It is basically a trial and error experi-
mental procedure. It is apparently applicable to any situation which is not too large and/or for which we do
not have complete knowledge.

If the environmental situation about which we attempt to reason becomes too large, then inductive methods
become difficult. This is easily understood. There are too many possible inductions or experiments that can
be made and one needs some kind of procedure to suggest which inductions could most profitably be tried first.
This procedure has been called abduction or reasoning by analogy, by hunch, or possibly more suggestive,
reasoning from the seemingly unrelated. This method is, by and large, that used by living systems in all their
creative endeavors. It is one of the qualities we identify most closely with intelligence. It allows, for
example, living systems to reason about dangerous situations without themselves having to conduct dangerous
experiments in the situation. It allows gaining of knowledge about unknown situations by analogy to known
situations.

None of the machines we have discussed do this kind of logical processing. We feel, however, that the induc-
tive process for these machines has been demonstrated in this paper.

Abduction seems possible in machines, but that awaits the future.
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HIGH INTEGRITY DIGITAL FLIGHT CONTROL

J.F. Meredith and K. A. Helps

1. INTRODUCTION

The trend from analogue toward digital implementation of flight control systems is being
caused by several factors, some concerned with the rapidly developing digital technology and
others which relate to certain inherent difficulties in providing high integrity operation with
analogue systems. One of the more important of this latter class is the consequence of the
variation in performance of nominally identical pieces of equipment. Thus in a multiplex system
each analogue sub-channel has a certain design transfer function which is approximately achieved
in practice by the use of one or more amplifiers of finite gain together with various smoothing
and stabilising filters. Discrepancies between sub-channels will arise because of the legitimate
variation of component values within their tolerance band. These discrepancies in transfer
function may affect the signals which are being processed, in a way which is indistinguishable
from certain fault conditions. In practice this means that the level of the threshold of signal
discrepancy above which the system detects a fault must be made higher than the level which may
legitimately be caused by component value variations. The system integrity is thus compromised
because it allows the existence of a set of fault conditions which cannot be detected.

Furthemmore the effective use of automatic testing procedures, which with the increasing
complexity of aircraft control systems, are of considerable benefit in terms of reduced turn-
round time and increased availability, is made more difficult by the presence of the analogue
system tolerances.

It is upon such problems as these that a digital high integrity system may make a
significant impact.

2. INTEGRITY

If the pilot is regarded as the manager of the aircraft, then serving him he has various
special units which are controlling particular aspects of the aeroplane performance. He is
providing the command to engage this particular control mode or to perform that particular
manoeuvre and is then delegating the responsibility to the particular unit to correctly carry out
the operation.

Now some control modes are more critical to the immediate safety of the aircraft than are
others. Particularly in the landing manoeuvre the time available for the crew to take any
effective remedial action after a system failure has been detected, is in some circumstances
zero and in all cases less than a few seconds. Thus before the pilot can commit the aeroplane
to such a critical manoceuvre-he must make the decision that the probability of system failure is
acceptable low.

The evidence which allows him to make this decision arises in two stages. Firstly, the
design of the equipment and the quality of the components used have assured him, or his
representative, that provided the equipment starts from a defined state, then the probability of
failure within some specified time interval is less than some acceptable figure. This evidence
is clearly not dependent upon any particular flight and so secondly he must be informed of the
current state of the equipment, that is whether it is in the design state for which the a priori
probability figure may be applied, or whether certain faults or defects have been detected which
will lead to a higher probability of failure in subsequent use.

The attribute of the system which is responsible for that degree of self analysis and
information transfer which allows the system to warn the pilot of any malfunction, either total
or incipient, is the system integrity. The total system integrity is achieved in part by pre-
flight testing and in part by the system self examination and warning carried out during the flight.
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A figure of merit for a system claiming a level of integirty can be provided by the following
ratio:-

Conditional Probability of System failure given that no warning has occurred
Probability of System failure

This is unity for a system with no integrity pretensions and will tend to zero as the integrity of the
system increases. Thus in order to achieve a high integrity the system must be designed to have a
sufficient degree of internal self-checking to provide a warning of any system defect which could
result in system failure.

3. DIGITAL SYSTEMS

In the achievement of this aim digital systems provide both advantages and problems. To
make best use of the advantages, which derive principally from the discrete nature of information
within a digital machine and the consequently finite probability of equality between two numbers;
while at the same time minimising the problems, which involve the large numbers of definable
states within a computer and the consequent impossibility of complete testing in any reasonable
time period, it is necessary to provide a system structure which allows effective checking of the
programme being performed. ’

Consider a multiplexed system in which the individual computers are performing the sub-
channel functions. The outputs of the sub-channels will differ both in magnitude and time of
occurance; in time because the independence, of the computers will demand separate clocks and
in magnitude because the sensor information will in general be sampled at slightly different times.
In consequence the task of checking between these independent sub-channels is made more difficult
and less effective than is possible by constraining them to operate in ways described below.

Firstly a set of independent sub-channel computers can be held in a sufficient state of
synchronisation to allow the free exchange of data between them, while still retaining independent
clocks. The requirement of sub-channel independence prohibits the use of interrupt as a means
of communication. Fig. 1 shows the preferred arrangement. Data to be transferred is placed by
the sending computer in a frontier store, which is particular to information transfer in this
direction between these two sub-channels, from this store it may be picked up by the intended
recipient at a time determined by it's own programme and clock. To,enable this form of transfer
the degree of synchronisation required is only that necessary to ensure that the correct data is
taken up without too great a penalty in time; that is individual sub-channel computers need only be
synchronised to the extent of being within one or two word cycles of each other.

This data exchange process which is enabled by the synchronisation between the computers
can itself be used in order to effect the synchronisation process. Each computer can compare the
time of receipt of a timing signal from each of the other sub-channels with the time at which it
issues its timing signal to the others. Given this information each sub-channel can independently
make an assessment of its timing relative to that of the others and take an appropriate length path
through a delay routine. This synchronisation process can be an entirely software routine and
carried out once per cycle of the main computer programme.

The data exchange paths provide a physical link between the individual sub-channels; clearly
their unidirectional nature is essential if the possibility of common faults is to be avoided. The use
of fibre optic techniques may provide the ultimate degree of isolation between the sub-channels
but their use is by no means essential.

Using the facility for data exchange between the individual sub-channels the system can be
operated in such a way that each sub-channel is provided with identical rather than similar sensor
data. If each sub-channel inputs sensor data through the A/D interfaces (Fig. 2) then the resulting
digital numbers can be exchanged across the frontiers so that each sub-channel is in possession
of an identical set of sensor data. If then each produces an amalgamated result by the same
software process then the calculations can begin in each sub-channel with identical numbers
and consequently the numbers at any subsequent stage of the calculations will be
identical. This means that subsequent cross checking between the sub-channels,
which is again enabled by the data exchange links, can take place at any desired stage and the non
identity of the signals from these separate sub-channels is sufficient evidence for the existence of
a fault. Similarly if a computer fault leads to a route change the subsequent loss of synchronism
gives indication of the occurrence.

We have therefore the possibility of a set of independent sub-channels each of which is
continuously forming an assessment of the system state by sensor analysis, by comparison
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between the computers for both magnitude and time discrepancies. Any sub-channel is capable of
warning the pilot if it sees any discrepancy and from the warnings the pilot is able to decide
whether the safety of the aircraft can be entrusted to the equipment.

In order to make such a scheme successful, the programmes of the individual sub-channels
must be made to include a substantial body of checking routines. This checking must test not only
the correct functioning of the program which is being performed in the current circumstance but
also that which will be performed in the event of a fault occurring elsewhere in the system. In this
manner latent faults in the system are exposed.

4. LATENT COMPUTER FAULTS

The concept of a latent fault is essential to an appreciation of the practical difficulties of
achieving high integrity. A latent fault in a system is a fault that has no effect on the outputs of
the system until another fault occurs. When another fault occurs. it may or may not reveal itself,
but if it does then the system will behave as though it were undergoing a double fault. The need
to cope with simultaneous faults is something that should be minimized; it cannot be avoided
altogether by a non-distributed computer because a single hardware fault will often manifest itself
as a multiple operational fault.

The task of minimizing latent faults may'be seen as the task of ensuring that éontingency
plans incorporated in the program can be achieved by every computer which remains operational.
Such contingency plans are:

1 Isolating the system from a computer that is reckoned to be faulty b its
g 4 y DY
colleagues.

(2) Ignoring a sensor that is agreed by the computers to be faulty.
(3) Giving pilot warnings (e.g. of system state).

(4) Obeying a program associated with a subsequent and critical flight task (e.g.
autolanding). :

The importance of detecting latent faults is particularly acute in duplex systems which have
a reversion to a simple non-digital control in the event of unexpected computer disagreement,
cut out being effected whenever either computer detects a discrepancy. A single latent fault
in such a system could undermine its integrity. But latent faults can still be damaging to both
triplex and monitored duplex systems. However acute or mild the loss of integrity caused by
latent faults, it will be aggravated by long periods of switch off.-

5. CONVENTIONAL COMPUTER CHECKS"

There are well established techniques for carrying out checksum, arithmetic and logic
tests, and for relating these tests to the computer's structure to avoid excessive duplication of
checking or untested areas of hardware. Because of the large proportion of hardware faults
which are sufficiently context dependent to avoid being detected in this way, one is forced to
consider other methods for reducing the number of possible latent faults. (It should be noted in
passing that any number sensitive or context sensitive fault i.e. any fault which might slip
through the mesh of a well devised conventional check out scheme, may be thought of as a latent
fault). .

b

An important tactic for achieving the strategy of minimizing possible latent faults, is to

program the computers to run frequently and regularly through important latent program zones.

6. SYSTEMATIC AD HOC CHECKING

It is important to check that each critical program branch is in fact capable of performing
its function correctly. Fig. 3 displays a simple technique for doing this and the programming
pattern shown is one which occurs repeatedly in a high integrity digital flight control system that
does not ignore the possibility of latent faults. As will be seen from the figure and the
accompanying fault analysis, at the superficial level where number sensitive faults are ignored,

a possible latent fault can be removed at the expense of extra program and time. (This is an area
where hardware realization of the same ad hoc checking principle may prove an effective method).
The contingency exit referred to in fig. 3 would normally lead to a total or partial channel cut out
in the case of a duplex reversionary or monitored duplex system. In the case of a triplex system
the programming tends to be more interwoven because of the three way comparisons and majority
decisions. But the same principle applies in general, that at each key program branch to
emergency action, if the emergency is not present the program simulates an emergency and sets
a test indicator, and the branch is passed again, leading this time to the beginning of the
emergéncy action, which in turn will be aborted because the test indicator has been set.



13-4

7. OVER LAPPING PROGRAMMING

The technique of systematic ad hoc checking of key program branching has as its natural
complement the technique of overlapping programming. This may be illustrated at its simplest
by the cut out procedure security arrangements for a duplex reversionary digital controller, in
which a variety of possible discrepancies detected at various parts of the program of either
computer can lead to a cut out of both computers on the grounds that some simple reversionary
control is preferable to suspect sophisticated digital control.

In an overlapping programming scheme (see Fig. 4) the cut outs consist of two parallel pairs
of switches in series, one pair for each computer. Each critical program branch has its own ad
hoc test to check that the route to the beginning of cut out is open in emergency. During every
control cycle a test route is followed which, after overlapping the ends of all the ad hoc tests,
opens, checks and recloses one of the cut out switches before opening, checking and reclosing the
other switch. The whole checking scheme is s0 devised and its components overlap in such a way
that when a proper cut out is required, the whole route to cut out and the whole double cut out
operation has been very recently proved with all branches having been tested in the appropriate .
sense.

This technique is, of course, not exclusive to duplex reversionary systems with disagreement
triggered cut out, but has wider applications in realistic digital controllers with higher levels of

multiplexing.

8. TESTING IN CONTEXT

It was stated above that a substantial proportion of computer faults may well be of the number
sensitive or context sensitive variety. (Such faults in general purpose computation normally pass
unnoticed and are hardly ever pinpointed) New computer designs and computers mounted in severe
environmental conditions are particularly likely to exhibit such faults. More importantly, whether
or not such faults are exhibited, the demonstration of their absence is a difficult matter, and has a
bearing on the way that one attempts to achieve integrity.

An advantage of the ad hoc checking of latent route entry branches and of the overlapping
programming technique is that the digital operations are checked as nearly as possible in the
context in which they might susbequently be required, so that the number sensitive faults which
are detected are those most likely to be of danger when the real contingency subsequently arises.

9. TRANSIENT FAULTS AND COMPUTER LOADING

There is a problem in distinguishing between context sensitive faults and transient faults
provoked by external noise. Any scheme for detecting one kind is likely to detect the other. Their
chief-distinguishing feature is that context sensitive faults are more likely to be repeated each
computing cycle. It seems likely that the best way of dealing with transient faults, if for
reliability reasons one is driven from treating them in the same category as permanent faults, is to
take provisional action on the basis of a suspected computer defect, to give a warning and to
allow for subsequent attempted reinstatement only as a result of human decision. Such a
reinstatement would be quite similar to initial engagement and need involve no great extra program
loading. To attempt automatic survival by a faulty computer of a fault condition pending a
decision on the permanence of the fault is a sure way of substantially increasing the computer
loading and jeopardizing the integrity.

Typically, that part of the control cycle and program length required for the kind of
checking outlined above is 60% of the total. The time loading is fairly flexible since a substantial
part of the overlapping checks need not be done as a whole during every control cycle.

The internal integrity techniques described are not essential to a successful high integrity digital
scheme, but may be regarded as good standard practice for approaches to the problem which make
use of conventional computing techniques.
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Summary

Firstly, some characteristic disadvantages of linear control methods used in conventional
control units for attitude stabilization of VTOL-Aircraft will be discussed.

In order to avoid these disadvantages, different non-linear control methods have been
developed. :

A special non-linear SAS was successfully tested on the "flying bedstead" SG 1262 of
VFW, Bremen, in order to obtain information on the improvement of handling qualities
in VTOL-Aircraft. According hereto, it is advantageous when the response time is

about proportional to the pilot commands. This does not only signify a more repid
response of the aircraft at small commands, however, a better reducting the influences
of disturbances, too.

A digital control unit was developed which at given sampling time and given maximum
control power yields a response time proportional to the command about greater commands.

About smaller commands response time is constant.

By choosing this proper control characteristic the fatigue of the engine delivering
control power can be made as small as possible.

The control algorithms have been combined in such manner that both the commands and
the disturbances are optimized. The control units are distinguished by the relative
simple setup with few digital computer elements.
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Realisation of Nonlinear Control Methods with Digital Control Units

Dr. W. Sobotta and Dipl.Ing. H.J. Berger

The paper gives a short review of software and hardware experience gained in the field
of digital control systems at VFW-Fokker in Bremen during the last three years.

Analogue controllers generally consist of passive and active networks. The essential
elements of the networks are resistors, capacitors and operational amplifiers.
Naturally, most analogue controllers are therefore linear controllers whose behaviour
can be represented by a transfer function. The analytical treatment of such control
systems is made particularly easy by the Laplace transformation. This contributed
to the fact that the first digital controllers became copies of analogue controllers
by trying to realize the behaviour of lead/lag networks with digital techniques.

On the one hand, this method of digital control was very complicated and showed the
necessity to develop new control methods which lead to algorithms that can easily be
treated digitally. On the other hand, the experience had been made that the linear

technique would by no means always afford optimum motion response.

Particularly in the VTOL sector in attitude stabilization systems the linear contrel
techniques had disadvantageous effects. The problem arising in the stabilization of a
vertical takeoff and landing aircraft is the generation of control momentums, for
which two techniques are used today. Either bleed air is tapped from the engine
compressors and blown out through control nozzles at the fuselage or wing tips or use
is made of a thrust modulation of correspondingly arranged lift engines, i.e. if, for
example, one engine each is located in the fuselage forward and rear sections, a
control momentum about the pitch axis can be generated by upward control of one engine
and downward control of the other. This means that the project engineer for a VTOL-
Aircraft must provide for suitable engine reserves of which he cannot dispose in the
thrust balance for takeoff thrust. This is why the demand for extremely low control
momentums is understandable.

For this reason a non-linear control technique has been developed which allows a
considerable reduction of the control momentums while further improving the
controllability and stability characteristics of the aircraft.

First of all, let us briefly review the adverse features of linear control techniques.
Figure 1 shows in the upper left corner a PD controller realized by means of an
operational amplifier.

The transfer function of this controller is

€
3 Ve (1+1ys)
‘'with regard to the controlled variable and

£
—_ =V
S, R

with regard to the control input.

The lower left-hand corner of Figure 1 shows the complete closed control loop. In this
case the transfer function for the final control element has been simplified in order



to facilitate the analysis of the problem.

On the right the transient response of the aircraft attitude on step stick commands
from the pilot are plotted versus time. This figure illustrates the very characteristic
feature of all linear control techniques, namely that the transition time tgs is
independent from the amount of the commanded attitude changes. The first time we
experienced the disadvantageous effect of this phenomenon on flight control
characteristics was during flight tests when we wanted to determine in flight the most

favourable response times.

Whenever the pilot considered the response time for small attitude changes to be
correct, they were too rapid for large attitude changes; whenever they were all right
for large attitude changes, the pilot considered them to be too slow in the case of
small changes. So what the pilot wanted was a progressive alteration of the response
time proportional to the commanded attitude changes.

The low stability reserve represented the second disadvantage. If, for instance, the
control momentums are limited to 0.2 rad/sec’ corresponding to a maximum angular
acceleration in the standardized form used, then the controller operates for major
commanded attitude changes like an on-off controller, i.e. it is at its stops for most
of the time (Figure 2). If the controller is optimized for the linear range, increasingly
larger command quantities result in heavier overshoot conditions. This process can be
shown to the control engineer very clearly in the phase plane. In the phase plane the
change of the controlled variable in this case, the angular velocity of the aircraft is
plotted versus the controlled variable, i.e. the aircraft attitude. If we deflect the
system to 1 rad attitude displacement and leave it to the controller, the trajectory
describing the state of the system follows a parabola which is given by the maximum
control momentum in the relation to the momentum of inertia. During this time the
controller is at the stop and accelerates the system. The linear range of the controller
is described by the plotted straight line. This range is passed very rapidly and then
the controller decelerates the system, a process which results in considerable over-
shooting. From this point the process repeats itself until the system settles to a
steady state. The upper left-hand corner of Figure 2 shows the percentage overshoot
against the command quantity at different momentum limitations. At present we operate

in the range of -3m = 0.6 rad/secz. However, it will be shown in the following how

ax
to get into smaller ranges without having to put up with an overshoot of 50 per cent.

The third disadvantage of the linear technique was that by fixing the response times,
the closed loop gain was firmly fixed, too, and with it the residual error of the
system in the case of constant disturbance momentums. In this case the residual error
is equal to the disturbance divided by the closed-loop gain.

In order to find out how these disadvantages can be removed by means of a non-linear
control technique, first a parametric study was carried out. The result of this study
is shown in Fig. 3. In this case, the control parameters Tv and VK of the PD control
loop shown in Fig. 1 were varied over wide ranges and their effect on the form of the
transient response function was observed. The transient response is described for a
specific VK and Ty each. We realize that the form of the transient function does not
change along certain hyperbolas whereas the transition times do. In other words,
relative damping of the system remains constant along this line, while the transition
time increases with a decreasing closed-loop gain VK and a growing lead time constant
TV.
the controller parameters must be changed as a function of the error in order to obtain

Higher response times require lower control momentums. So this result proves how
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progressive response times with acceptable transient behaviour.

With reference to the analogue controller this means that the resistor or capacitors
forming the external networks of the operational amplifier must be changed in relation
to the error. In the present case we have changed the input resistors of the operational
amplifierlinearly with the error, so that actually a hyperbolic dependence TV and VK
resulted. This correlation led to the non-linear differential equation for the closed
loop behaviour.

R,

$+RC,$ —2
"t + RfoR'lxl

3=0

The variation of the resistors as a function of the error was realized by means of
special multipliers, which, of course, made the controller considerably more complicated.

Fig. 5 shows the effect achieved. In the top right-hand corner it can be seen

how the area in which the final control element operates in the linear range is bent
over towards the x-axis. As the center line of this area represents the 0° isoclinic
line it is seen how, by means of the parameter variations, the maximum rate of attitude
change cannot be increased, even in the case of larger attitude changes, as opposed

to linear control techniques. The difference is also illustrated by the trajectories

in the two left-hand diagrams. Whereas the maximum velocities in the linear system
(bottom) constantly increase, they remain constant, even with increasing attitude
changes, for the non-linear procedure. The trajectories fall within the linear operating
range of the final control element as defined by the momentum limitations and therefore
overshoot conditions are not possible any more. In the bottom right-hand corner of

Fig. 5 the transient functions of the attitude angle are shown for different step
commands and from this it can'clearly be seen how the transition time changes between
0.5 to 1.5 seconds, Flight testing of the controller was carried out on the basis of
these settings. Pilot evaluation was excellent.

Encouraged by the successful tests, we then attempted to actually realize the
non-linear behaviour in a digital controller in order to arrive performance and
complexity comparison. In doing this we have tried not to copy the analogue controller
but to find out the most suitable method for the digital system.

Tﬁe solution is shown in Fig. 6 in the form of a block diagram. The command signal Sb

is supplied to a digital command computer. The latter computes a control sequence in

such a way that the process falls in time - suboptimally with the command signal value,
in a similar way to the analogue controller, without overshoot or steady-state error.

The computer must be informed of the state of the system to be controlled at the time

of command signal lock-on. The effect of disturbances acting upon the controlled-system
is determined by comparing the state variables of the controlled system with those of a
model system not affected by the disturbance. The resulting difference signals are passed
to a special digital disturbance computer applying to the controlled process additional
singals €. which compensate the influence of the disturbances. '

The algorithm of the command signal computer has to take into account the characteristic
of the controlled system if the command behaviour is to correspond to the requirements
indicated. In developing the calculation rule, the difference equation of the system

to be controlled forms a good basis. Provided the controlled-system input is constant
within specified intervals, the sampling intervals, then

x[(ke1) 7] =@x[kT]ehe [kT] (1)
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where x [kI] is the n-dimensional state vector of the controlled system at the time kT,
Q anxn matrix, h a n x 1 matrix. Q and h depend on the system parameters and

the sampling time selected.

When the system is in the initial state x, at t = 0, the solution is found successively

from equation (1).

k-1 ;

x[k1] = @*x,+ = &% nelir]
= =% 40 % = (2)

Provided the controller output is not restricted, a system of n-th order can be brought

in n-steps into any desired stable end state predetermined by the command signal.

From equation (2) with transponding the sum we obtain

2[nT]=@"x,+[¢"'h @""h... ®°h]e (3)

x[nT] = &"x,+ Ve ()

This equation resolved in accordance with € results in n definition equations for n
control quantities.

e=¥"(x,-2"x,) (s)

If the system cannot be brought to a settled steady state condition in n-steps because
of a given control quantity limitation, control can be achieved over several periods
with constant € . The elements of the matrix ¥ will then be composed of separate sums.

x[NT] -e”go{.'fij o'HE &'nf..[£ Q‘ﬁ]_e_ (6).
falculation of the disturbance controller is based on the assumption that all state
variables of the controlled system are known and that the disturbances can be

compensated in n-steps. After every sampling step the disturbance controller is to lock
on a signal €, to the controlled system, in addition to the command signal, which is
composed of the linear combination of the state variable and dependent on the disturbance

acting upon it.

Assuming the disturbance to be constant and acting from the controlled system input,
the following equation system can be set up:

QJ7] :a1%?) =5X%[r7""’€'&mlr]
e fin-1T]=0, M =F X, (n-1)T +.. . +F, x,, [tn-1)T]
e [n7] =a,9™ <Ex, [nT] +...+Fx, [nT]

With the last but one equation the system must pass over into a steady state. If all
the following intervals are controlled with the last equation, the system remains in the
steady state. The equation system written in matrix notation results in

a M= x!. f (7

= n -

The matrix Z'n can be set up with the aid of equation (2). It is dependent on § and h

and each element contains the value Sﬁ? Therefore, from equation (7) we obtain
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g =£n '_f (8)

The unknown matrix & can be computed from equation (2) on the basis of the steady
final state. Thus, the disturbance controller constants f can be determined from
equation (8).

For reasons of simplification the above described method will now be applied to the
controlled system F(s) = 4% as given, for example, by VTOL-Aircraft. The resulting
control system is shown 8 in fig. 7. The disturbance controller constants are
represented by the quantities F1 =-35 and F2 = Jl. Transient response functions for
different command signals and an asgociated contggl momentum such as the control law
are shown in Fig. 8. On the basis of the equations 5 and 6 the command algoritﬁm was
modified in such a way that a selected minimum response time (TE = 1 sec) must be
reached in every instance. If for a larger commands the control momentum required

for the specified response time becomes too high, the response time is correspondingly
increased.

Fig. 9 shows transition events in the case of disturbances being encountered. A steady-
state error proportional to T2 results.

As from its concept the control system is also adaptive, disturbances occuring within
the system to be controlled or system changes that cannot be covered are corrected,
too, without the command or disturbance controller algorithms having to be changed.
Fig. 10 shows a comparison of a transient response function, with a command algorithm
exactly adapted to the controlled system, and a transition trend in the case of
controlled-system gain by 40 per cent.

From the explanation you can see, that the digital controller has the same performance
as the analogous non-linear controller. By varying of the minimal response time and of
the limited control momentum you can also have any degressive controller-characteristics.
As the system is adaptiv too, the plant must not be exactly known.

The constructional costs - in view of the standard of digital techniques - are not
higher than those of the analogous non-linear controller.

It is also important, that the here developed theory is very simple and therefore easy
to use for general systems of n-th order.
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1+
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Notation

Vector of noised control unit

Vector

Integer

Integer

Laplace-operator

Sampling period

Response time

Lead time

Gain

Gain of non-linear controller

State variable

Noised state variable

Vector

Output of the controller for commanded input
Output of the controller for noised input
Output of system

Input of system

Matrix

Matrix
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FIG. 4 NON-LINEAR CONTROL SYSTEM
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SUMMARY

Digital data processing is examined as another technique for the designer of automatic flight control
systems, It is discussed in relation to three general aspects of all AFCS, those of inner loop, outer
loop and executive functions. Various types of modern aircraft system are compared in assessing the
impact of digital techniques and it is concluded that although it is not cost effective for all computing
requirements at present, it will progressively replace analogue flight control computing in the future,
A warning is given against adopting central computing techniques as a means of speeding this process,
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DIGITAL DATA PROCESSING IN AUTOMATIC FLIGHT CONTROL,
1, INTRODUCTION

Until recently all computing and associated aspects of automatic flight control have been analogue
in nature, and systems have varied considerably in design and complexity depending principally on the
application, the number and types of modes of control provided, and the degree of redundancy required.
Indeed, requirements are as diverse as aircraft types and there will certainly be little change in this
situation in the future,

It might therefore be expected that the impact of digital data processing, as a new technique in the
armoury of a system designer, will also vary considerably for different AFCS applications,

Hence, if an attempt is to be made to assess the effect of digital techniques over a wide range of
applications, it will be necessary to select some common functions from the various types of AFCS and
to consider these in turn for each application.

Three such areas of technical commonality suggest themselves:-

(i) The inner loop system involved with aircraft stability and command control which probably has a
relatively fast response, and is driven from angular rate and acceleration sensors and possibly
also sensors in the pilots' controls,

(ii) The outer loop system which implements a number of alternative control configurations such as
height and speed lock, attitude hold, auto-attack, terrain following, automatic navigation, automatic
landing etc., effectively giving three dimensional control of the aircraft and obtaining its inputs
from air data, attitude sensors, radio, radar, nav/attack systems etc.

(iii) The executive sub-system which responds to pilot selections, controls the interconnection of the
outer loop components, schedules inner and outer loop gains and time constants, and provides
necessary interlocks to reduce pilot workload and to ensure the engagement of safe combinations of
control functions, Logically this area also embraces any integrated self-test function,

The functional relationship of these three areas is illustrated in Figure 1 and their general
properties are compared in the table of Figure 2,

— e c— — ‘_ _____ _r- g _I
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FUNCTIONAL RELATIONSHIP OF THREE AREASCF AN AFCS,

Figure 1
It is the main object of this paper to comment upon the impact of digital techniques on various AFCS
applications, taking as examples combat/strike stability augmentation and terrain following, VTOL jet
lift stabilisation, SST stability augmentation and civil transport automatic landing, and considering the
above three areas of commonality in each case,

Before doing this, however, it is worthwhile to highlight a number of the relevant characteristics of

digital computing, as compared with analogue computing. Most of these are well known, but they are worth

reiterating for completeness, In addition, a short review of the present problems and trends in airborne
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digital data processing is desirable in order to isolate from the specific assessment of automatic flight

control systems, characteristics relevant to all digital avionics.

These aspects are covered in the next

two sections,

PARAMETER

INNER LOOP

OUTER LOOP

EXECUTIVE COMMAND

Operating Speed

Fast

Slow

Logic only

Input Data

Mainly analogue at present

Analogue and Digital

Pilot selection

Accuracy

Varied requirements

High

Not applicable

Output format

Mainly analogue at present

Mainly analogue and digital

Logic only

Need for ease of
modification

After flight testing and

later configuration changes.

Occasional; change of role
or updating system
capability; customer

Desirable, for
improvement in human
engineering, customer

2.

selection. option; system updating.

Degree of integration
with other aircraft
systems, including
digital developments.

Minimal Increasing Desirable

GENERAL PROPERTIES OF THE THREE AREAS OF AN AFCS
Figure 2

RELEVANT CHARACTERISTICS OF DIGITAL v. ANALOGUE COMPUTING,

It is not the intention here to discuss the basic technology of digital versus analogue computing,

other than where there may be variations of special use in the AFCS field. However, the reiteration of
certain well known characteristics is worthwhile as background for the AFCS assessment,

(i)

(i)

(iii)

(iv)

The relevant characteristics may be summarised as:-
Computation,

There is a lower level of hardware, of significance economically, below which a single digital
calculation cannot be performed. This is especially true of the general purpose computer, as
distinct from the D,D, A. The hardware costs to perform the simplest single analogue computation
are negligible in comparison., On the other hand the time shared nature of a digital processor
enables more complex calculations to be carried out, if necessary, without the corresponding
increase in the complexity of the hardware required by analogue computing.

Accuracy.

The accuracy and resolutions of a digital calculation can be readily controlled, since they are a
function of word length and programme organisation, both of which are controllable during design
and development, rather than being inherent characteristics of the basic components used as in
analogue mechanisations. On the other hand the decisions made in determining the design of a
digital processor may impose an ultimate limit on the extent to which a new requirement can be met,
especially in matters of speed of operation, This may be so even if spare capacity is included in
the first instance. This is not so much the case with analogue computing.

Drift,

Digital computation presents fewer problems of ""drift" and '"bias', because of the numerical nature
of the data being processed, than simple analogue computation,

Logic,

The logical characteristics of a digital processor enables switching and interlock operations to be
programmed without the necessity for design of additional special complex logic arrays. Once a
given degree of complexity is required, the problems of special logic hardware designs and the
associated time consuming 'failure analysis'' of specialised arrangements which, for example,
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are inherent in analogue flight control systems can be reduced. This assumes that any inter-
connections and logic design external to the computer are compatible,

(v) Storage

In terms of cost effective hardware, digital computer storage devices are much more efficient
than analogue storage devices, On the other hand the digital processor, by its nature, generates
its own storage requirements, and expands the size of this element in a control system,
Nevertheless, there is undoubtedly an advantage for digital computers in this respect.

(vi) Future Development,

Digital computer elements, in various standard microcircuit forms, are being widely applied and
used in very large numbers, This makes for dramatic reductions in cost and size of future
computers, and hopefully improvements in reliability and functional capability., The comparison
with analogue equivalents is a continuously changing activity, but the greater pressure on digital
components is undoubtedly causing a rapid movement to the more extensive use of this technology.

These are then the basic characteristics which must be assessed when considering the impact of
digital technology on automatic flight control systems, Like all new technological developments, digital
computing will not be the panacea which will eliminate all of our problems, and careful balancing of all
available technologies, including this newer one, is necessary to ensure the best, most cost effective
solution for any requirement at any time,

3. CURRENT PROBLEMS AND TRENDS IN AIRBORNE DIGITAL DATA PROCESSING,

Digital techniques are now being used widely in certain airborne applications and the current
experience is of interest in assessing the probable uses in automatic flight control systems,

The problem probably revolves around four main aspects, These are:-

- The cost and integrity of memories.
- Data transmission.

- Checking and monitoring.

- Interfacing with analogue devices,

Storage devices have up till now been the area of the computer most resistant to price reduction
and have presented a large number of problems, Considering first of all a conventional core stack, a
typical price is of the order of 10 U, S. cents/bit. In addition, memory corruption can take place due to
power supply transients, lightning strikes, etc, For high integrity a fixed program memory is thus
required and until recently the rope core memory has been the best me thod available and the cost/bit of
this method is about 3 U.S. cents/bit, M, O. S, read-only memories promise to take over this role but
to achieve the full potential of these devices a compatible random access memory is required. This
enables programming to be carried out readily in development and be fixed in production. The silicon
gate M, O, S, random access memory cell gives us the required compatibility and these combinations
will enable more economical storage to be achieved.

It is possible conveniently physically to separate processor storage into fixed program memory,
"alterable constant'" memory and working space for intermediate products, and to take special steps to
protect the volatile workspace memory from transient corruption, In fact, the future holds out great
promise for a number of compatible storage techniques with a wide variety of convenient properties, In
particular, several methods for easy re-programming of non-volatile media are rapidly being developed,

New methods of using current semi-conductor materials, more effective methods of design and
mass production applied to read-only memories, and development in amorphous semiconductors all offer
promise in cheaply-altered non-volatile storage. ’

Digital data transmission presents problems in a high integrity environment again largely due to
noise corruption of the data, Parity checks enable some of these errors to be detected, but essentially
multiple redundant digital data transmission is the only practical solution, However the imposition of
such a solution on all data handled by a system may escalate the cost and weight of 2 complete
installation to an unreasonable degree., Sealed optical data links may offer considerable advantages in
integrity, due to their lack of susceptibility and generation of electromagnetic interference, but the use
of such a technique is in its infancy and again a multiple system would probably be required.

Speaking generally the checking and monitoring of continuous on-line operations using digital
computing appears to be no simpler than with analogue computers, despite early hopes to the contrary,
The concept of a computer which "checks itself during a spare moment" turned out to be a computer with
a greatly increased memory and a software problem more extensive than the hardware on which self-
monitoring is required to overcome,

More specifically, the problem of self-monitoring a digital computer to a level required for
automatic landing requires a self checking capability of at least 99.99%, and to achieve this requires
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extremely extensive hardware and software so that the cost of the computer and its program in the worst
case can almost double, The price which has to be paid is in additional store capacity (for monitor
programs and extra organizational software) and program cycle time,

Finally there is the problem of interfacing with analogue input and output devices, This can have
the most crippling effect on the cost effectiveness of digital computing in any system, In automatic flight
control systems in the recent past the preponderance of analogue peripheral devices has had such an
influence that for certain cases it has rarely been sensible even to examine the introduction of digital
computing. Fortunately, a great deal of pressure is now being applied to the development of digital-
output sensors which do not rely upon expensive A to D converters and this should considerably improve
the viability of future applications,

4, INNER LOOP CONTROL FUNCTION

The inner loop control functions of an AFCS are characterised generally by:

- Close involvement with aircraft flying characteristics,
- Relatively high bandwidth,
- Predominantly analogue outputs from aircraft motion sensors - at the present time anyway.

- A demand for high integrity.
- Minimal requirements for changes of mode or response characteristics,

All of these aspects apply, for example, to the high speed combat/strike aircraft which may employ
multiple axis stability augmentation. If this is required over a wide range of its flight envelope it may
also be multiple redundant. The aircraft short period frequences may vary from 0,5 to 3 Hz and
elaborate structural filtering may be required to avoid the excitation of dangerous structural oscillatory
modes. The simplest current analogue systems may achieve the requirement with computing hardware
weighing around 15 lbs, per axis of control. i.e. a four axis simple system might weigh around 6 lbs,
and a four axis duplex or self-monitored system might weigh around 12 1bs, (c.f. a two axis Harrier
autostabiliser, including self test and rate gyros, weighs 5} lbs, )

We now wish to see how the combat/strike stability augmentation task could be performed digitally.
If we consider a computer with an average instruction time of 4 uS a practical four axis program (pitch
rate, roll rate, yaw rate, height rate) will take 4,5 m S per iteration, Stability analysis indicates that
from consideration of phase lag and amplitude shape of notch filters, an iteration period of 10 m S must
not be exceeded. Hence, the task is feasible digitally from timing considerations, 370 words of storage
are required and such a '""four axis'' computer might weigh 15 1bs, If the computer is required to be self-
monitored, using existing techniques, the time per iteration might easily increase to 15 m S, and a store
3 times larger might be required, It is therefore clearly a better approach at present to use separate
redundant computers if fail-safety is required. However we already have then 30 lbs, of digital computing
and this hardly compares with the 12 1bs, in the analogue form - and interface aspects have yet to be
included.

There is also the problem that to make the assessment as reasonable as possible, one computer is
assumed to handle concurrently 4 separate axes of control, Detailed analysis of the actual implementation
will, however, probably show this to be quite unacceptable, as a single processor failure will put out of
action 4 control axes at a time. Even if adequate duplicate redundancy were involved, such a failure
would be startling, if not dangerous.

Hence integrity, weight and cost remain the overriding factors, not computing performance capability,
The situation is likely to change, of course, as digital components become cheaper, but despite the con-
siderable decrease in component costs over the past year the '"cross-over" point when autostabilisation
becomes cheaper using digital techniques is probably still some way off, When this does happen, even
further advances in autostabiliser capability will be realised as digital versions will have an accuracy and
sense of freedom from computer generated drift which will greatly enhance aircraft performance capability
and allow high safety as a result of low interchannel disparities in redundant combinations,

Similar conclusions were drawn from a recent investigation of VTOL jet lift stabilisation, with the
difference that the problem is even more difficult to solve from the integrity viewpoint, Specifically,
using analogue electronic hardware, reliabilities were near to acceptable for military VTOL types, but
probably still unacceptable for civil transport types,

The SST autostabilisation problem is similar to the combat/strike one, except that in general much
more redundancy is required, Again, the analogue solution must be the better at the present time for the
actual control loop. However, experience is showing that variations is gain scheduling, especially late in
a development program might warrant a more sophisticated treatment than at present provided by
specialised internal discrete switching arrays. More is said about this in Section 5,

The inner loop natural frequencies in a civil transport automatic landing system are an order lower
than for a combat/strike autostabiliser system and it might, therefore, be expected that such control
presents no basic timing problem to a digital computer., In fact investigations of such systems have been
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conducted around an existing computer having a4000word store and using iteration rates of 40 per second,
The program takes about 3000 words and with an add time of 3 microseconds the computer is about 70%
utilised, This is without monitoring, and as was discussed in Section 3, monitoring increases the
program length and time requirements considerably, especially considering the confidence levels required
for all-weather landing. It is therefore concluded that at this time digital inner loop control during
automatic landing is not cost effective as the computer required would involve at least double the hardware
of existing analogue devices,

It appears, therefore, that the use of non-time-shared digital processors are gererally very
unattractive at present for inner-loop-aircraft control functions, and even with time sharing, for more
complex systems, practical considerations of integrity will also still override their use, Also, at present,
the predominance of analogue sensors and actuators maximises the interface problem, It seems unlikely
therefore that digital computing will provide the best solution for inner loops in the near future,.

5. OUTER LOOP CONTROL FUNCTION

The outer loop control functions of an AFCS are characterised in general by

- Relatively low bandwidth

- Inputs from sensors many of which are currently digital (air data, automatic navigation) and
many of which may be digital at negligible cost differential (VOR, radio altimeter)

- Varied demands for high integrity

- Requirements to operate in a large number of different modes in different phases of flight,

with control of response characteristics according to aerodynamic parameters.

The combat/strike aircraft, having an autopilot system of moderate complexity (i. e, heading lodk
with turn coordination, height lock autothrottle and Nav /attack coupling) using, as in the previous example
of section 4, a computer with an average instruction time of 4 u S will take, according to our analysis,

2 mS per iteration, or 18 mS if completely self-monitored. Stability analysis indicates that 200 mS would
be tolerated, so it is clearly possible to have a much slower computer from timing considerations alone,
In fact a2 change from the normal parallel to a serial arithmetic unit and various store modifications

(solid state instead of core) can be contemplated, These actions might lengthen the average instruction
time to say 30 uS but this might still be tolerable, Such considerations are worthwhile in assessing first
whether digital computing is economically sensible for a given application, and if so, whether separate
computing is feasible, or whether integration with other computing functions is more desirable., - Normally
autocontrol integrity requirements will rule against integration, but this can be tempting if the task is
simple.

Investigations show that using a slow speed special to purpose computer, digital and analogue designs
for combat/strike requirements are roughly comparable in reliability, cost and weight,

When the requirements are extended to include a broader control envelope such as is demanded by
the hover mode additions of VTOL attitude demand control or similar command functions, the slow speed
special-to-purpose digital computer will undoubtedly have some advantages over analogue designs,

Inh fact once computers in the two technologies are comparable in weight, cost and reliability and
from the timing viewpoint, the basic accuracy, low drift and other desirable feathres of digital computation
can consolidate overall advantages,

The problems in development of SST flight control systems, and other civil transports employing
very complex outer loop control systems such as automatic landing should be greatly reduced by the use
of digital techniques,

Those who are involved in the AFCS business will know without conducting any investigation or
analysis of the past that the problems which dwarf all others in cost and complexity are the modification
and retrofit programs just prior to or after an aircraft goes into service., This alone can consume 25 to
40% of the total cost of the development program for a complex equipment like failure-survival civil
automatic landing, The same applies to combat/strike types and the potential problems on aircraft of the
VTOL jet lift transport type, if present day systems and aircraft’control design methods were adopted,
may be insurmountable,

The fundamental difficulty arises from the close dependence of an AFCS on aircraft performance
and flying controls characteristics which may not be adequately known until late in a flight test or cer-
tification proving program, Indeed until aircraft designa are configured around "control" rather than
""handling'" criteria the situation will not change., Last minute discoveries in flight testing can reflect
themselves extensively through the detailed design of a system and the problem of acquiring the necessary
materials for modifications can alone cause considerable cost increases or substantial delays.

There is considerable evidence that this situation can be improved by using digital techniques which
can be made to lean more heavily on software rather than hardware when the modification crisis arrives,
In the same way the inevitable modifications which AFCS undergo during their service life, for a
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multitude of reasons, can more easily be handled if a good relationship is established in the basic design
between hardware and software aspects, Figure 3 shows a digital computer, currently in large scale
production for Head Up Displays which has just this sort of capability. A plug in 2000 word read-only
memory incorporates the complete definition of display symbology. Alternatives can be inserted in a few
seconds to change completely the display characteristics, This is possible also with an analogue computer,
but is very much more complex to achieve,

Electronic Unit for

Head Up Display System
2048 word, 18 bit store
1 u sec cycle time, Now
in very large quantity
production,

Figure 3

This potential for simplifying major modification programs must undoubtedly be rated as the greatest
potential advantage which digital techniques can offer at the present time, The advantage arises mainly
with very complex systems and should be a major consideration at the design stage along with normal
performance, environmental and other assessments,

Although for outer loop controls in complex systems such as automatic landing, the digital processor
looks feasible from weight, cost and timing considerations, there is still the problem of integrity. A
great deal of work has been devoted over the last decade to the development of safe redundant analogue
systems and it is not clear that the results of this will be directly transferable.

However, we may usefully compare the techniques used in modern analogue systems with their
related concepts in digital systems, For a single-failure fail-operative requirement there are three main
analogue solutions in current use, which are a dual-dual configuration with changeover (Figure 4A), a triplex
voting arrangement(Figure 4B)and a duplicate self-monitored arrangement (Figure 4C).
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DUAL-DUAL WITH CHANGEOVER
Figure 4A .
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Figure 4C
Both the dual-dual and triplex arrangements should offer performance advantages in digital form over their
analogue equivalents as the increased accuracy and low drift inherent in correctly applied digital computing
should give very low ""missed fault" and "nuisance disconnect'" probability.

In the search for the simplext failure survival hardware configurations using digital on-line controllers
there is also the third option of a duplicate-monitored system using only two self~-monitored processors,
Techniques of combined software and hardware self-monitoring are generally able to achieve a high degree
of confidence in detecting processor faults, however to date there is little evidence as indicated in section 3,
that this can be achieved economically if confidence levels much above 99% are required, and this is
certainly necessary for applications like civil automatic landing,

Recent assessment of typical outer loop control tasks also indicates that with present component
techniques a monitored processor is best implemented as a parallel machine whereas a non self -monitored
processor is more cheaply made using serial techniques, provided there is adequate speed margin, It
appears that a non-time-sharing incremental machine is uneconomic for such a task and of course may
also lose in its inabil ity to easily accommodate changes in control parameters.

From these considerations it therefore appears that simple repetitive redundancy may offer the most
attractive solution for the first generation of all-digital autopilots and the simplest of these, for a single
failure survival capability is the combination of three unmonitored serial processors in a voting config-
uration. Despite the improved accuracy and drift some cross~voting of data will be required, but this
potentially dangerous process can now be conducted with very high integrity by optical means,

A block diagram of such a system is shown in Figure 5,

To achieve valid channel comparison at the voter it is necessary to ensure that identical information
is fed to each processor (the data must not be unequally stale) and that the processors operate in time
synchronisation. This will involve optical crossfeed also of timing signals probably at program interrupt
level (not illustrated) and allows voting by either software techniques of comparison, or hardware cross-
examinfation of the serial outputs of the processors, It also allows the gxchange between computers of
scratch-pad data, if this becomes corrupted in any one processor the correct time history is lost.

The box labelled '"consolidated digital input data' is deliberately not detailed to avoid undue
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complexity. Its method of operation will depend upon the number and type of sensor inputs to be
consolidated,
ovE T0
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|
AMPLIFIER
CONSOLIDATEOD PROCESSOR 0-A 70 OUTPUT
DIGITAL voTeR 2 | CONVERTOR } oL sctuaTion
INPUT 2 POWER SYSTEM
DATA AMPLIFIER
TO Vi Ve FROM VI V2
PROCESSOR o
R CONVERTOR
—» ; VOTER 3| * L
AMPLIFIER
LEGEND ~0—0-0—0—0-p-0—0—0—0—
OPTICALLY ISOLATED LINKS °

TRIPLEX VOTING CONFIGURATION
Figure 5
In considering generally the problem of 'failure-survival' it is also worth point out that a conse-
quence of employing a time shared digital processor in place of a multi-loop analogue control system is
that a significant proportion of component failures cause a complete loss of function rather thana |
degradation in performance or loss of only one mode. This "graceful-degradation' characteristic of many
analogue autopilots must not be lightly discarded, although it obviously decreases in importance as
reliability increases, '

To conclude then the consideration of the application of digital computirg to outer loop aspects of
automatic flight control systems, it appears that this is now bordering upon economic feasibility for both
simple and complex systems, It is likely to offer significant advantages in ease of modification both
following flight testing and in service life, and it is expected that increased accuracy and performance will
be achieved by redundant systems, A limiting factor for a few years may be overall-reliability as the
" time-shared processor lacks the 'graceful-degradation' characteristics of its analogue counterpart,

6, EXECUTIVE AND INTERLOCK FUNCTION

The concept of separating executive mode-~switching and interlock functions from the hardware of
control functions arose from an assessment of the solid state switching involved in the design of a very
complex multi-mode civil AFCS, when it was found that the analogue computer boxes contained enough
logic elements to make a small digital computer. It was therefore apparent that a much more flexible
set of hardware could be obtained by actually using a small digital computer for this function,

Specifically the command and interlock functions using logic which are carried out in a flight control
system fall broadly into the following categories:

- Mode compatibility logic (interlocks & acceptance)

- Preengagement tests (eg prevention of engagement if any internal failure or aircraft
unacceptable error condition exists)

- Self-test selection and sequencing (BITE)

- Datum adjustment checks,

- Inter-mode sequencing.

- Warning indications,

- Gain switching over the flight envelope,

- Inhibit actions following malfunctions,

- Disconnects, changeovers and voter actions,

- Limit stop and limit rate assessments,

- Other limits on pilots controls and instruments,

- Instinctive cut .out and power supply logic.
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As indicated above, the complexity of these functions, especially in a complex system with
considerable redundancy, such as civil automatic landing and VTOL transport controls, is sufficient to
warrent the special use of a small digital processor and there arose the beginning of the hybrid AFCS
concept which has now manifested itself in a practical new civil autopilot system, The system, known as
E80 is shown in block diagram form in Figure 6, It achieves the desirable characteristics of mod-
ification flexibility most sought after and outlined in section 5. Briefly the system makes use of a small
digital computer to carry out executive logic functions and transmit commands to the analogue control
computers, along a serial digital transmission link. Further details are shown in Figures 7 and 8,

SHIPS'
SENSORS
PILOTS
FLYING
CONTROLS CONTROLS
‘ INTERFACE
SHIPS DIGITAL
SENSORS’
INTERFACE ANALOGUE

E80 AFCS - PRINCIPLE OF OPERATION
Figure 6

The ability to alter parameters easily and reversibly by changing a comput er program using a
variable store offers particular benefit while a system is undergoing flight testing., When flight testing is
completed the variable store in the E80 system is replaced by a permanent read-only memory module
incorporating the desired characteristics determined during the flight test program, (Figure 9)

Experience with military systems, even the more complex combat/strike terrain following type
shows that such an approach may not be cost-effective. The simple systems can in fact contain all of
the logic required in a simple controller and a few card modules, Nevertheless the combination of system
logic requirements and the outer loop functions may jointly justify an overall digital solution as indicated
in Section 5, but much will depend upon the complexity of interfaces required with the aircraft motion
sensors, guidance devices and actuators,

To conclude then, the executive selection and interlock function is, by its logical nature, suitable
for digital data processing techniques, but only in the complex civil systems will it occupy any substantial
computer capacity, In this application the use of standard rather than special purpose logic designs gives
more assurance that interlocks and mode selection functions will not be prey to the '"sneak-path"
difficulties of special purpose analogue equipment. The biggest advantage achieved is the much sought-
after modification flexibility.

T SOFTWARE DESIGN

At the present juncture software design must proceed under the constraint of the cost of memory
capacity; the cost of present day minimal processors tends to be dominated by store costs. This
provides the system designer with a number of problems. The main one is that there are all too few
on-line programmers who can produce a really efficient software package and even fewer who can generate
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one which is both efficient in cycle time and memory utilisation and which can be readily understood and
modified safely by less skilled people., The last requirement is most important if we are to obtain the
benefits of flexible modifications, easy fault location, and fast certification which we so badly need,

E80 AFCS

flexibility
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removable program
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Figure 9

However by making use of established program compilation procedures, by taking advantage of the
falling costs of semiconductor storage, and by using the technique of allocating different physical areas of
store to different functions, this problem may readily be overcome, It should also be remembered that
software must be designed for maintainability, just as much as hardware, Airline schedules or military
mission success rates will suffer equally from shortcomings in either aspect,

As with analogue systems a great deal can be learned from comprehensive simulation, and in fact
the speed of development of new digital circuit elements demands extensive and continuous systems
investigations to keep the reasonable technological targets for automatic flight control systems within
sight,. The Elliott laboratory devoted to this is shown in Figure 10,

8. CONCLUSIONS

Digital computing is now a usable, cost effective technique for certain aspects of automatic flight
control systems, particularly those which require complex but relatively low bandwidth computation, In
particular the near future may see complex redundant systems such as civil automatic landing advant-

ageously employ digital techniques. However reliability and integrity aspects need further developments,
especially those related to the data transmission,

The higher bandwidth "inner-loop' auto-stabilisation type controls as yet cannot employ digital
computing to advantage, but the speed of development is such that this may come about within the next
5 years. Certainly such a possibility will be enhanced by the advent of digital output sensors and actuators
which could respond to digitally coded commands,
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THE ELLIOTT DIGITAL AUTOPILOT DEVELOPMENT LABORATORY
Figure 10

Selective Digital Data Processing can certainly be employed now in automatic flight control systems
and one example is the Elliott E80 series which incorporates a digital computer to organise autopilot
modes and schedule gains,

The pressure towards system integration to produce more cost-effective avionic system complexes
should be treated with great caution. This brings dangers in that the attraction of sharing tasks within
a single system complex may encourage designers to overlook the widely different requirements for
system integrity, Few ideas have led to more wasted time and in some cases failed programmes, that the
plausible one of ''let us take advantage of the GP computer's power and spare capacity to do all these
things as well''", The ""systems separation'' philosophy in airborne installations is as old as flying
machines themselves, Digital computing is another technigue now available to use or not to use, according
to system, not computer, requirements,

With regard to automatic flight control systems we can sum up the probable trend in the next
generations as progressively greater use of digital data processing.
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SUMMARY
The projected ELDO Inertial Guidance System employs a small digital computer.

Those systems of a typical satellite launch vehicle that are suitable for mechanisation on such an
on-board digital computer are listed, and details given for the case of the ELDO vehicle. The reasons
for the choice of the computer and its role in the system are explained together with some details of the
formulation and programming of the guidance law subsystem.
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1 INTRODUCTION

The task of placing a satellite in an Earth orbit is at present accomplished by the use of a rocket
launch vehicle (a launcher). In order to achieve the right orbit with as large a payload as possible,
the launcher must follow the trajectory that minimises the fuel consumption. If the launcher was not
subject to any unpredictable forces and if its performance was known exactly, it could be guided along
this optimum trajectory by the use of a stored precomputed steering program. In practice such perturba-
tions do occur, and so in order to still achieve an accurate injection into the required orbit, an active
guidance system has to be employed. A requirement for this guidance system to be self-contained on-board
the launcher, then leads to the need for an on-board computer. Once such a computer is available it can
also be employed on other tasks such as flight sequencing, vehicle control, and data handling.

This paper is divided into three sections. Firstly a brief description is given of the systems
involved in the guidance of a launch vehicle, and those systems suitable for mechanisation on an on-board
digital computer are listed. Details are given for the case of the ELDO vehicle and its inertial
guidance system (IGS). Secondly the performance of the computer chosen for the ELDO vehicle (Elliott
MCS920M) is discussed, with an explanation of the reasons for its choice and of its IGS role. Lastly an
outline is given of the derivation of an explicit guidance law, suitable for evaluation on the 920M, and
its application to the ELDO vehicle. The paper explains the steps taken to provide a versatile system
within the confines of a small on-board computer.

2 THE GUIDANCE OF A SATELLITE LAUNCHER

A launcher is basically a tool for accelerating a satellite from an initial position and velocity
on the Earth's surface to a position and velocity corresponding to some required Earth orbit. The
necessary thrust is generated as momentum reaction from a controlled chemical explosion, a rocket motor.
In order to waste as little energy as possible accelerating unwanted structure, most vehicles are made up
of a number of stages (3 in the case of the ELDO vehicle). Each stage is a separate rocket (fuel tanks,
engines, etc.) that is discarded when burnt out.

The task of guiding such a satellite launch vehicle into a specified Earth orbit can be separated
into three 'main problem areas, state determination, guidance philosophy, and steering execution. State
determination is the navigation problem of computing the current state variables (position and velocity)
of the launcher. Guidance philosophy is the problem of how to utilise this navigation information, in
conjunction with the state variables corresponding to the required orbit and the expected vehicle
performance (in terms of thrust levels, ete.), to generate a program of steering demands that, if
followed, would guide the vehicle into this orbit. Once the necessary guidance demands have been
derived they are applied to the engines of the launcher through a control system; the steering execution
problem. '

State determination

Two main alternative methods are at present employed for determining the information needed in
order to calculate the current state variables of the vehicle., There is either ground-based radar/
optical tracking or on-board inertial sensing. A combination of these techniques, plus others, could
be used; however such schemes are usually more applicable to long term space missions rather than the
brief launch phase. The former method plus a radio link with the vehicle has been used for all ELDO
firings to date (1970). Future firings (from Kourou, French Guiana, rather than Woomera, Australia) will
adopt the latter on-board inertial technique.

For a typical IGS, such as that for the ELDO vehicle (1), the state determination subsystems may be
listed as: an inertial platform (space fixed) to provide an attitude reference for the vehicle, inertial
accelerometers to measure the impressed acceleration (that due to forces other than gravity), and
navigation equations to transform this information into some appropriate set of state variables. The
evaluation of these navigation equations forms one of the main tasks of the on-board computer.

Guidance philosophy

The guidance philosophy subsystems may be listed as: a guidance law, the implementation of any
constraints, the sequencing of various events, and the ocutput of required event signals. There are two
main classes of guidance laws; firstly implicit guidance, in which the steering commands are generated
by reference to the departures of the current state variables of the vehicle from some pre-computed
nominal trajectory; secondly explicit guidance, in which the steering commands are directly derived from
the relation of the current state variables.to those required for the orbital injection.

The guidance law (2) that forms part of the ELDO IGS is an explicit scheme based on the principle
of in-flight optimisation. It was formulated to meet the requirements of high injection accuracy, fuel
optimality, minimum pre-computed data, and high mission flexibility. At the same time the law also had
to be suitable for real time evaluation on the 920M computer.

Steering execution

For a launch vehicle, éteering is usually effected in terms of demanded attitude. The major part
of the thrust is directed along the axis of the vehicle through its centre of mass, and is hence aligned
with the so called attitude of the vehicle. A small amount of thrust is available for exercising a
torque to change this attitude (usually either by deflecting the main thrust or by the employment of
small extra thrusters). The vehicle is then steered by controlling the engines to null any existing
errors between the current vehicle attitude and the demanded attitude. The subsystems involved are
control equations, autopilots, motor actuators, and rocket motors.
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The guidance configuration for the ELDQ vehicle computer

For the ELDO vehicle under inmertial guidance the systems incorporated into the 920M computer are,
the navigation subsystem, the guidance law subsystem, some event sequencing, the output of motor cut-off
signals, the implementation of attitude rate constraints at staging, and data telemetry to the ground
for post flight analysis. This choice was of course influenced by the decision to retain all the systems
not directly affected by the change from radio to inertial guidance, for example the autopilots.

Flight sequence

The basic flight sequence of the ELDO vehicle is as follows. Stage 1 (carrying stage 2 and stage 3)
is controlled to follow a pre-computed attitude program, designed mainly to allow it to pass safely
through the atmosphere. After stage 1 has burnt out and been discarded, stage 2 (carrying stage 3) is
controlled to follow the inertial guidance demands until it in turn burns out and is discarded. Finally
stage 3 is inertially guided up to orbital injection into a low parking orbit. This is in fact
accomplished in two phases. Firstly, for the 3A phase, stage 3 is guided under main thrust (about
23000 N) until a certain set of state variables is achieved, when the guidance law issues a command to
cut the main motor. Secondly, for the 3B phase, stage 3 is then guided under vernier thrust (about 800 N)
up to the injection state variable, when the guidance law issues a further command to cut the vernier
motors. The final task of the computer is to navigate and provide attitude control during a period of
free fall motion round the parking orbit, which is terminated by the separation of the PAS spacecraft from
stage 3. The PAS spacecraft (perigee apogee system) then transfers the satellite to a synchronous orbit
using a two impulse Hohmann transfer from the initial low orbit.

3 THE COMPUTER SYSTEM

The choice of an on-board computer for the ELDO IGS was dictated by a number of requirements.,
First and most obviously it had to be of a suitable mass and volume. Secondly it had to be capable of
operation in the launch environment and compatible (in terms of power levels, etc.) with launch vehicle
facilities. Thirdly it had to be capable of being programmed to provide navigation data and guidance
demands for accurate guidance of the vehicle into a near-Earth orbit. This last requirement was
established by the U.K. firm Elliott Brothers (London) Ltd. (now Elliott Space and Guided Weapon Division)
for their 920M computer, by means of a study (3) done under a contract from the then U.K. Ministry of
Aviation. Elliott was appointed prime contractor for the development of the IGS on 1 January 1967. The
Royal Aircraft Establishment, Farnborough, was given the task of making a study of alternative guidance
laws and then supplying their chosen law to Elliott for programming on the 920M.

The Elliott MCS920M is a microminiature digital computer (4) that is capable of operation»in the

launch vehicle environment. The volume of the central processor is 0.012 m3 with a mass of 15.2 kg and
an average power consumption of 45 W. The 920M is constructed in three sections, a control unit, an
arithmetic unit, and a ferrite core store. In each section the logic modules are clamped together to
form a thermally conductive block. This enables the heat generated during operation to be conducted to
the side panels of the aluminium casting, which act as heat exchangers. The computer is designed to

operate under an ambient temperature range of -10°C to +55°C, all store circuits being 'worst case
designed' to work over the range -20%C to +100°C. Other operational limits are, vibration *75 m/s2

for 0-2000 Hz, shock 250 m/s2 for 10 ms, and linear acceleration 150 m/sz.

The 920M is available with either a 5 us or a 2 us store cycle time, the 5 us version giving gross
operation times of 19 us for addition, 21 us for subtraction, 38 us for multiplication, and 39 us for
division. Numerical data is represented as 18 bit fixed point binary fractions, employing a 2's comple-
ment representation of negative numbers. The core store has a capacity of 8192 of the 18 bit words.

The 920M has an explicit order code of 16 instructions which covers all basic arithmetic, legic, and
transfer operations. Double length working with a resolution of 35 bits is available for certain
operations. Provision is made for 4 program priority levels which are arranged to operate on an interrupt
basis. Upon receipt of an interrupt signal for a higher priority level program, the program currently
being obeyed is temporarily suspended and the higher level program entered. Upon completion of this
higher level program, the computer then continues the lower level program from the point of interruption.

Application to the ELDO IGS

A schematic diagram of the IGS is shown in Fig.l. A Ferranti FE 610 inertial platform provides
the attitude reference for the vehicle. Synchros on the gimbals of the platform measure the attitude
angles of the vehicle and this information is fed into the computer via a synchro to digital converter,
in the form of 12-bit digital quantities. Three single axis force feedback accelerometers, orthogonally
mounted on the platform cluster, measure the impressed acceleration of the vehicle. This information is
integrated by analogue means in an accelerometer encoder (three channels) and fed into the 920M in the
form of pulses, each pulse representing 1 m/s.

The computer accumulates this integrated impressed acceleration (which is in effect the true
impressed velocity rounded down to the nearest m/s) and implements the navigation program to determine
current state variables, and the guidance program to generate a demanded attitude. The difference
between this demanded attitude, expressed in gimbal angles, and the current vehicle attitude is output,
via a decoder, as an analogue error signal to the autopilots. Vehicle rates information (from rate
gyros) 1s also input to the autopilots for control purposes. The computer outputs signals to cut-off
the main and vernier engines of the third stage and to initiate the PAS separation sequencer. The
various tasks of the computer are executed on a priority basis by assignment to one of the four priority
levels. The use of the levels is synchronised by triggering the interrupt facilities using timing
pulses derived from the telemetry clock.
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Use of priority levels

The fourth and lowest level is allocated to a self check program. This operates asynchronously
whenever none of the higher levels is operating and checks the correct functional performance of the
computer and the integrity of the overall program.

The third priority level is entered every 200 ms. The accumulated impressed velocity is extra-
polated (using the three times from the receipt of the last increment in each channel, the current
nominal acceleration magnitude and the current vehicle attitude) to obtain the current impressed velocity
more accurately than to the nearest m/s, This is then resolved from the platform axes into the set of
inertial (space fixed) axes used for navigation. The navigation program then includes the effect of
gravity (from a model of the gravitationmal field of the Earth) to form the true current velocity of the
vehicle. The equation used is

X = 2+Js® d @

where X 1is the position vector, V the impressed velocity vector, and g(X) a function representing

the acceleration of the vehicle due to gravity. This function is derived from a gravitational potential
B chosen to provide results well within the ELDO specification on navigation accuracy.

2

= E_og X 3ginx -1 2
] = J 3 (3 sin”“ A - 1) 5 2)

r

2

where u 1is the gravitational constant of the Earth, J, the largest zonal harmonic coefficient, D

the equatorial radius of the Earth, r the distance of the launcher from the Earth's centre, and A
the geocentric latitude of the launcher.

For the guidance of stage 2 and stage 3 the current vehicle state variables are resolved from the
navigation axes into the guidance axes and fed into the guidance sub-program. Here these state
variables, in conjunction with those corresponding to the required orbit, are used to generate an optimum
demanded attitude. This is then resolved back into the navigation axes and in turn expressed as
demanded gimbal angles. The variable matrix for the transformation from platform to vehicle body axes is
also computed.

The current impressed acceleration level is monitored in order to detect the stage 1 and stage 2
burn-outs and initiate the program sequencing to ensure that, corresponding to the current stage, the
correct part of the program is being exercised. The times for the stage 3A and 3B cut-offs are computed
as part of the guidance law. Level three is also used to assemble the telemetry as 48 words, each of
8 bits. The choice of a 5 Hz navigation and guidance iteration cycle frequency (cycle time 200 ms) was
made as the result of a detailed accuracy analysis that concluded that the cycle time (and therefore the
navigation step length) had negligible affect on the computation accuracy provided it was not greater
than 400 ms.

The second priority level is entered every 12.5 ms. The integrated acceleration from the encoders
is read and accumulated. The three times of receipt of the last increment in each channel are stored for
use in the level 3 extrapolation. The program also reads the current vehicle attitude, as measured by
the synchros, and forms the difference between this and the current demanded attitude, obtained from the
guidance in level 3 during the second and third stage flight or from a pre-computed program in level 2
during the first stage flight. This difference is resolved into pitch, yaw and roll errors in the vehicle
body axes and output to the autopilots via a digital to analogue decoder.

The high iteration rate (80 Hz) for this level was chosen to avoid any interaction with any of the
autopilot loops; for example the critical frequencies of the first stage autopilot range up to 30 Hz. The
effects of the introduction of the digital element into the existing analogue autopilot loops (5) were
evaluated by detailed simulation. The important factors were the quantisation of the input attitude and
output error signals and the 5 Hz and 80 Hz iteration rates. A problem was encountered with the attitude
bit size leading to limit cycling which, for the first stage, could have interacted with rigid body and
fuel sloshing frequencies. This problem was successfully overcome by the insertion of 112.5 Hz
sinusoidal dither (as an analogue signal) before the encoders and the inclusion of output modulation (in
the computer) before the decoder.

The first and highest level is used to output the 48 words, assembled in level 3, to the telemetry,
and is entered on demand when the telemetry requires data. By this means all the inputs and outputs to
the computer, plus other basic parameters, are made available for post flight analysis. The details of
the times spent in each program level during one 200 ms cycle are shown in Fig.2.

Programming details

The 920M is basically a fixed point machine and although higher language compilers are available,
for its real time on-line task in the IGS the flight program (6) was written directly in machine code.
This enabled each sequence of operations to be programmed in an optimal manner. The storage capacity was
found to be adequate for the IGS task (the flight program other than the self check routines occupying
50% of the available capacity), hence the main requirement was for the reduction of the operating time.
In fact (as shown in Fig.2) the flight program other than the self check routines occupies 51% of the
200 ms cycle.
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For the IGS application the range of parameter variation, although large, is well determined and so
no major difficulties were encountered due to the use of the fixed point mode. A detailed error analysis
showed that the accuracy of the computation was fundamentally related to the resclution of the input
data, and that to minimise errors full use must be made of this data. As the resolution (i.e. bit size)
available in floating point arithmetic is dependent on the magnitude of each parameter it becomes
difficult to control the overall accuracy. The preferred solution of fixed point scaling enables total
control over numerical representation and the full utilisation of input data.

The selected scaling gives basic bit sizes of 64 m for position, 5/64 m/s for velocity, and
6.25 ms for time. Certain specific areas of the program do however require greater accuracy than can be
provided by one 18-bit word. For example the integrations of the navigation equations are performed
using a trapezoidal routine that employs double length working.

4 THE GUIDANCE LAW

In principle the best and most flexible solution to the guidance problem is to carry out periodically
in flight a complete optimisation of the future flight using an accurate mathematical model of the
vehicle's motion. This then forms an explicit guidance scheme, the required steering commands being
generated purely from a knowledge of the vehicle's current and required state variables plus a knowledge
of the vehicle's likely performance and the Earth's gravitational field. However this optimisation does
involve a considerable amount of computation as a result of the non-linear nature of the equations
involved. Hence for a real-time application on a small computer it is necessary to simplify this basic
concept in such a way that the computational effort necessary is compatible with the computing perform—
ance available.

In order to overcome the computational complexities connected with optimisation in the gravitational
field of the Earth, use has been made of the fact that the optimum steering angles in a constant uni-
directional force field can be expressed as a comparatively simple analytical formula. A first order of
simplification solution (7) is to substitute this formula back into the accurate mathematical model of
the vehicle's translational motion and to solve for the required current guidance demand. This solution
still involves extensive computation, in particular numerical integration, and so in order to derive a
closed form analytical solution further simplifications are made. This second order of simplification
solution (8) is to substitute the optimum steering formula into a simplified mathematical model of the
vehicle's translational motion, chosen so as to lead eventually to such a closed form solutionm,

As a typical constant thrust launcher vehicle requires only two control parameters (corresponding
to pitch and yaw steering), the trajectory generated using the simple model (referred to as a flat
Earth; hence the name FE guidance) can be made similar in its essential features to the accurate optimum
trajectory by the introduction of two correction quantities, g and e, into the flat Earth equationms
of motion. g and e are chosen in such a way that they not only correct for the transformation from
the accurate model to the flat Earth model but also allow for further simplifications to the flat Earth
equations.

The guidance equations are most simply formulated in spherical polar coordinates, as the motion
takes place in what is primarily a central force field. The cut-off boundary conditions assume their
simplest form relative to these axes, and thus any guidance law involving these conditions will have its
simplest formulation when employing these coordinates. The axes are shown in Fig.3. Pu is parallel to
the plane of the required orbit =, Pw is Earth centre pointing, and Pv completes the right—handed
orthogonal triad through the vehicle. OXYZ are the navigation axes, the Z coordinate measuring the
distance of the vehicle from the plane n. x and ¢ are the steering angles, x being the angle
between the demanded attitude and the Puv plane (local horizontal) and ¢ the angle between the pro-
jection of this attitude on the Puv plane and the Pu axis.

For a launch vehicle with constant fuel mass flow rate the cost function to be minimised can be
taken as the flight time. If 5(t) is the vehicle's state vector at time t, the problem is to find the
x(t) and ¢(t) that minimise (T - tc) subject to the constraints

§(tc) = wvehicle's state vector at current time t. (3)
8(T) = state vector required at cut-off time T ‘ (4)
E = E(is t, I, 1, u, sz Xs ¥) (3)

where this last equation forms an accurate description of the translational motion of the vehicle. I
and T are parameters describing the thrust performance of the vehicle, the impressed acceleration a
being given by

a = I/(t-1t) (6)

where 1 1is the exhaust speed and T = (mo/m) +tt, m, the total mass of the vehicle at time to and

m the fuel mass flow rate.
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The flat Earth solution is obtained by replacing Eq. (5) by
$ = £5 6L, T, 8 0 W) %))

where f is a simplified form of F and g a constant accounting for gravity. The optimum x(t) and
y(t) for this problem can be shown to have the form

sec p tan X = At + B , tan ¢y = Ct +D (8)

where A, B, C, D (all constants) and T are determined by the 5 constraints represented by Eq. (4).
These are 5 innumber as they correspond to the case of injection into a circular orbit (u, v, w
velocity, r, Z position, all constrained).

Two constants .g and e are now introduced into Eq. (7) so that in Eq. (8) x(t) _will become
dependent on g (g in fact merely replaces g) and ¥(t) on &. These quantities g and e can
then be chosen to match x(tc) and ¢(tc) to the accurate current optimum steering angles. For each

new integration interval from a new tc, g and e will assume new values. Comparison of the equations
repreqented by Eq. (5) and Eq. (7) suggested taking

H u2+v2
s 9)

where u and v are current velocity components and r the current radial position. For all optimum
launch trajectories studied, g in fact takes values close to g and e close to 1, where g,
although taken as a constant for each integration, is a function of the state variables at t. These

correction functions g and e, that enable the FE guidance demands to be matched to the true opt1oun
angles, form in principle the only data that needs precomputation. In fact for all optimum launch tra-
jectories studied, the use of g=g and e =1 1leads to only a few kg loss in mass into orbit.

To appreciate the basic structure of the FE guidance equations_it is useful to consider their form
in the neighbourhood of injection defined by the requirement that |[u/I| € 1. Under this condition the
equations simplify to

tan x(t ) = l:u:_g_';_‘_:] - 6a [R - r + O.Ez(w + W) T'] 10
¢ u u
_ e (2, -2)+0.5(w+WV T
tan Y(t ) = [v___v:l_ 68[ T — :l (11)
c 2
u u
TW = T-¢t, = - u/a (12)

where G =u-UR/r, the u velocity-to-go; u, v, w, r, Z are the state variables of the vehicle at
time ts u, vV, W, R, Z, are those required at cut-off; a is the nominal vehicle impressed

acceleration; and T 1is the predicted cut-off time. It can be seen that Eq. (10) and Eq. (11) both
consist of two components, the first controlling the velocity error at cut—-off and the second the
corresponding position error.

The FE guidance law aims to achieve the required cut-off conditions exactly (i.e. no tolerances on
the injection state variables) and so will attempt to correct even very small injection errors. If
vehicle performance perturbations are present they can result in large steering angles being commanded
in an attempt at 'last minute' manoceuvres. The vehicle can therefore be forced by the guidance law to
perform violent steering manoeuvres in order to remove only small errors at injection. In order to
avoid these unnecessary and perhaps harmful commands it is advisable to relax the stringent injection
requirements somewhat. As very small position (r and 2) errors are unimportant in practice, shortly
before cut-off the FE equations are replaced by a guidance law formulated without the position con-
straints. This is accomplished by removing the second components of Eq. (10) and Eq. (11), leaving the
so called injection guidance equations

tan x(t ) = L‘.ﬂ%ﬁl 13)
¢ u
tan w(tc) = X : y . (14)
u

The equations have so far been formulated for 5 terminal boundary constraints corresponding to the
case of injection into a circular orbit. This change to the injection guidance equations provides the
opportunity for a slight modification to the equations to allow for the case of injection into an
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ellipse. Here there is no need to impose a constraint on the cut-off height, provided the cut-off
velocity in the orbital plane becomes functionally dependent on this height (i.e. on r). The u cut-
off value is already functionally dependent on r in the form required (viz. UR/r), hence it only
remains to replace the constant W by

2u (RA -r)(r - RP)

W= -/ (15)
r2 RA * RP
where RA and RP are the apogee and perigee radii of the required ellipse.

Application to the ELDO vehicle

FE guidance was formulated to meet the requirements of high injection accuracy, fuel optimality,
minimum pre-computed data, and high mission flexibility., It has been satisfactorily programmed by
Elliott for the 920M and is suitable for real time operation within the 200 ms cycle. The flight
program (9) is set up to guide the state variables of the vehicle, throughout stage 2 and stage 3A, to
those corresponding to the nominal values at the end of the 3A phase. Having achieved this state the
main motors are cut and the vehicle is then guided under the vernier thrust up to the true injection
state variables. This procedure is adopted to avoid the possibility of the vehicle being left at the end
of the main phase in a position from which the verniers are too weak to achieve the final injection.

The flight program contains the guidance programmed in such a way that all likely ELDO missions can
be covered without any actual reprogramming, allowable changes being restricted to data alone. This
data consists of parameters specifying the launch site, the required orbit, the gravitational environment,
the mission sequencing plus the guidance parameters, and various other systems parameters.

5 CONCLUSIONS

This paper has described the use of a small on-board digital computer as part of the inertial
guidance system of the ELDO launcher. Reasons have been given for the choice of the Elliott 920M
computer and a description made of its performance and role in the ELDO inertial guidance system. 1In
particular it is shown how a guidance law giving high orbital injection accuracy, fuel optimality,
minimum pre-computed data, and high mission flexibility, has been successfully formulated and pro-
grammed as part of the computer's inertial guidance flight program.
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SUMMARY

The success of long-term missions of unmanned spacecraft in the explor-
ation of the solar system depends on the survival of the spacecraft during
long intervals of interplanetary flight. Missions of up to 12 years duration
are being considered for the "Grand Tour” multiple-planet flyby opportunity
in the late 1970's. The long unattended life requirement and the extreme
communication distances impose immense reliability requirements on the on-
board digital computer which performs the guidance and control computations.
The development of such a computer has been the objective of a research and
advanced development project which was initiated in 1961 and is continuing
with an increasing scope at the Astrionics Division of the Jet Propulsion
Laboratory. An experimental aerospace computer with built-in automatic
maintenance features is described in this paper. The computer is called the
STAR (Self-Testing-And-Repairing) computer. The hardware, the software, and
the estimation of reliability of the STAR computer are discussed. An exten-
sion of the STAR concepts to automatic maintenance of other systems of an
unmanned interplanetary spacecraft is also considered.



1. INTRODUCTION

Successful planetary exploration missions have been completed by unmanned Mariner spacecraft, which
were designed at the Jet Propulsion Laboratory. Mariner II completed a 109-day flyby mission to Venus on
December 1k, 1962. This mission was followed by the flyby of Mars and return of 21 historic photographs
of its surface by Mariner IV in July 1965. Further successful missions followed: Mariner V to Venus in
1967, Mariners VI and VII to Mars in 1969. In all of these missions, a Central Computer and Sequencer
onboard the spacecraft was used to provide on-board control functions, although complete ground backup
was also available.

At the present time attention is being directed towards the unmanned exploration of the outer planets
Jupiter, Saturn, Uranus, Neptune, and Pluto [1]. These planets will reach an unusually favorable align-
ment during the years 1976-80. This alignment, which will not be repeated for about 170 years, permits
the use of the gravitational field of Jupiter to deflect and accelerate the spacecraft toward Saturn, and
from there toward Uranus and Neptune, or toward Pluto. Much less energy is required to reach the outer
planets under these conditions, and launch vehicles that would be limited to Jupiter missions can be
employed for the entire "Grand Tour." Mission times of 8-12 years become available, as opposed to direct
mission times of 18-40 years.

Even with the favorable alignment of the outer planets, the mission times exceed by on order of
magnitude or more the successful nine-month Mariner missions to Mars. An autonomously operating on-board
digital computer becomes an absolute necessity because of three factors. First, the length of the mission
makes continual ground support economically unfeasible. Second, the extreme communication distances (for
example, U hours one-way time for a message from Neptune) require self-contained response to failures and
abnormal conditions, Third, full reprogrammability is needed to make best use of information gained as
the misslon progresses and to adapt to partial failures of the spacecraft system. The computer permits
the final encounter decisions to be made a few days before arrival at a planet. A completely new set of
programs can then be devigsed during the years-long cruise to the next planet.

The unattended survival requirement for an 8 to 12 year period calls for a computer which possesses
a self-test and self-repair function. Only a computer of this type can serve as both the "pilot" and the
"automatic repairman"” for the entire spacecraft. Even as the first Mariner spacecraft was being readied
in 1960-61, it became evident that its modest sequencer would have to be succeeded by a self-maintaining
computer as more and more ambitious missions would follow in the future. A research effort intended to
lead to the development of a Self-Testing-And-Repairing (STAR) spacecraft computer was initiated in the
Flight Computers and Sequencers section at the Jet Propulsion Laboratory in early 1961 and has been con-
tinued with increasing levels of effort untlil the present.

The first four years of the STAR effort (1961-196k) were devoted to theoretical studies of protective
redundancy end to preliminary designs to evaluate competitive schemes cf fault-tolerance. The conclusions
strongly favored a replacement system, and beginning with 1965 the work was concentrated on the develop-
ment of a spacecraft guidance and control computer with provisions for the detection of transient and
permanent (simple as well as catastrophic or multiple) faults and with spare unpowered functional units
for repair of permanent damage [2]. The construction of an experimental laboratory model ("breadboard")
of the STAR computer was initiated in 1967, and the first program was successfully carried out in March
1969 by a subset of the complete system. At the present time the STAR computer is in limited operation,
and additional functional units are being constructed and added. The following sections of this paper
present & general treatment of the problems of fault-tolerant computers, followed by a discussion of the
hardware,software, and reliability assessment of the STAR computer. The paper is concluded with some
considerations of the extension of automatic maintenance to the entire spacecraft.

2.  FAULT-TOLERANT DIGITAL COMPUTERS

The idealized or "perfect' digital computer can serve as a reference point in the discussion of fault
tolerance. Two-state logic circuits (storage elements and operator elements) are the elementary building
blocks of a digital computer. The logic design of the computer specifies how these circuits are intercon-
nected and which one of the two possible logic values ("true" and "false", most frequently designated by
"L" and "O" respectively), will exist at the input and output points of every logiec circuit at every
defined instant of time. The "perfect" computer always functions according to the specifications of its
logic design. It has been observed, however, that digital computers occasionally deviate from the design
specifications. The logic value(s) at one or more points of the computer logic become opposite to the
specified value(s). The deviation of a logic varieble from its prescribed value is called a logic fault,
or more concisely, a fault. Most faults will cause an error in the program being executed by the computer:
either an instruction is not executed correctly, or an incorrect result is computed. Both types of errors
may be caused at once by some faults. The exact nature of a fault depends on whether a permanent failure,
or a temporary (transient) malfunction of one or more components (resistors, transistors, connections,
etec.) or the computer is the cause.

Transient faults are temporary deviations of logic values from design specifications. Two main
causes of transient faults are intermittent component malfunctions and external interference with the
operation of the computer. Such interference is caused by irregularities of the power supply, stray elec-
tromagnetic radiation, severe environments, and similar events. Transient faults cause errors in computa-
tion without leaving & permanent record, and their occurrence will not be detected by the periodic checkouts
of the computer, that are sufficient to detect the presence of permanent faults. Permanent faults are
caused by permanent component failures. As a result the logic value at a certain point remains constant
("stuck on zero", or "stuck on one") regardless of design specification. Beside such determinate faults,
occasionally an indeterminate (or "stuck on X") permanent fault may occur, in which the logic value varies
between "1" and "O" but not according to the design. Such faults can be caused by drift of component
values and similar phenomena. Logic faults also differ as to the extent to which they affect the computer.
Independent, or local, faults affect only one logic circuit in the computer. They are caused usually by
random fallures of the components. Related, or catastrophic, faults simultaneously affect two or more
- logic circuits. They are very likely to occur in the case of physical damage or external interference to




the computer. The recent advances in the large-scale integration of electronic circuits lead to very
close placement of loglc circuits and make related faults more probable than is the case when discrete
components are used.

The preceding discussion of logic faults now permits the definition of a fault-tolerant computer. It
is a computer that can carry out error-free programs in the presence of logic faults [2]. The classes of
faults that are tolerated and the parts of the computer in which they may occur must be identified in
every claim of fault tolerance. Fault tolerance in digital computers is attained by means of protective
redundancy. In this report, protective redundancy is defined as all additional progrems (software redun-
dancy$, repetition of operations (time redundancy), and additional circuits (hardware redundancy), that
are not needed in the "perfect” computer, but serve to provide fault tolerance in the physical implementa-
tion of the same logic design. Software redundancy includes emergency action programs that are used when
a fault has been detected. Alsc included are diagnostic programs that are executed (periodically or upon
request) to test all logic circuits of the computer for the presence of permanent” faults. Time redundancy
includes the repetition of a program or a segment of a program after a fault has been detected or suspected.
Repetition of programs to compare the results, the inclusion of duplicate instructions, and the "reason-
ableness checks"” also fit into this category.

Hardvare redundancy includes the components and/or circuits that serve to provide fault tolerance.
Two distinct approaches to the use of hardware redundancy are masking and recovery. The masking, or
static, approach uses a "massive" replication of each component or circuit to two or more copies. All
coples are permanently connected and receive power. Component failures or logic faults are masked by the
presence of other copies of the same item. The fault masking occurs instantaneously and automatically;
however, if the fault is not susceptible to masking and causes an error, a delayed recovery is not possible
in the masking scheme. The two most used variants of masking are component quadding for individual elec-
tronic components (Fig. 1) and triple modular redundancy (TMR) with voting (Fig. 2) for logic circuits or
larger parts of a computer. Several other variants of masking redundancy have been studied but were not
found practical because of various drawbacks (excessive cost and lack of practically realizable special
components ). The recovery, or dynamic, approach in hardware redundancy requires two consecutive actions.
The presence of a fault is first detected, then a recovery action either eliminates the fault or corrects
the error which was caused. The redundancy is usually introduced in a selective, rather than massive,
fashian. The means of error detection are error-detecting codes, monitoring circuits, synchronization
checks, duplication, and comparison of critical functions. Software and time redundancy are also appli-
cable to the error detection. The recovery may be a repetition of a program segment, the application of
an error-correcting code, or the replacement of a faulty part by a spare.

The reconfiguration of a computer into a new system without the failed part has also been investi-
gated. It must, however, be recognized here that the computing cepacity of the system has been reduced,
therefore the fault has been only partially tolerated. Such computers can be designated as 'partially
fault-tolerant” and, therefore, not suitable in applications that require a constant computing capacity
for a prescribed time.

3. APPLICATION OF FAULT-TOLERANCE IN AEROSPACE COMPUTERS

The discussion is now directed to the special problems of introducing fault tolerance into aerospace
computers that carry out computations required for the guldance and control of aircraft, spacecraft, and
related vehicles. On many occasions, the same computer is programmed to perform the reduction and storage
of telemetry and scientific data, as well as to monitor the performance of various other subsystems. The
choice among the methods of fault tolerance is strongly affected by these requirements and by the con-
straints imposed by the overall system design. )

Ground-based digital computer installations depend on extensive diagnostic programs and on the avail-
ability of maintenance experts to restore proper functioning after a fault has been detected. In cases
where a longer interruption cannot be tolerated, a second computer is held in readiness with the same set
of programs as the first. Intermediate results of computation are periodically transferred from the pri-
mary to the backup computer memory. As long as the primary computer functions correctly, the backup unit
performs auxiliary computing. When an error is the primary unit is detected, the backup unit assumes the
role of the primary unit. In real-time operation, both computers carry out the primary programs, and
frequent comparisons are used for error detection. The Electronic Switching System (ESS) No. 1 of Bell
Telephone is a good example of a real-time, special-purpose computer with duplication and extensive diag-
nostic programs. The typical aerospace computer operates in a more constrained environment than the
ground based installation. A human meintenance speclalist is not available during an actual mission (the
interval of time O £ t < T during which the computer must remain operational) nor is storage for large
diagnostic programs available. Computing at the full capacity and speed is required at critical times
during the mission, with one of these times usually coming near the mission's end. There are strict power,
welght, and volume constraints to be observed in this environment. An example where all of these limits
are encountered is in the computer aboard an unmanned space vehicle intended for the exploration of the
outer planets of the solar system.

The first extensive application of protective redundancy (of the masking type) in an aerospace com-
puter is found in the Primary Processor and Data Storage:Unit of the Orbiting Astronomical Observatory
(040) [3]. . Discrete electronic components were used in this project, which was initiated in 1960. The
individual components of each logic circult are replaced by two or four coples each, arranged in parallel,
series, or "quad" (Fig. 1) arrays. This approach uses structural redundancy at the lowest level at which
replication is practical. The choice of this method was based on the initial reliability goal of 0.95
for one year (8760 h) operation in space and a 15-minute launch interval during which failure rates are
assumed to be 1000 times higher than during actual operations in space, and on the known failure rates of
the components. A pre-launch period of 3240 h was added subsequently to the specification. The resulting
reliability prediction was about 0.75 for the entire period of operation (including data storage). The
complete Primary Processor and Data Storage unit contains approximately 70,000 component parts and approxi-
mately 212,000 magnetic cores for data storage. The Data Storage Unit uses storage in quadruplicate for
command words (256 locations) and in duplicate for data words (8192 locations). Storage redundancy is
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needed because some memory circuits require high precision and cannot be protected by component replica-
tion, which requires wider circuit tolerances.

A second important use of protective redundancy is found in the guldance and control computer for the
Saturn V launch veliicle [4]. The design of this computer was initiated in 1961, with deliveries required
for the 1964-1968 period. The specified reliability goal was 0.99 for a mission time of 250 h and it led
to the cholce of triplication of the logic elements with voting at selected locations (Fig. 2). An excep-
tion was the core memory that was protected by dupiication, parity checking for error detection, and moni-
toring of drive currents by special circuits. The TMR part of the computer consists of seven modules
averaging 13 voted outputs for each module. Extensive computation of the rellability using a Monte Carlo
simulation was used to verify the adequacy of the design, because the redundant system is too complex for
an analytic calculation of the reliability. The results indicated a 250-hour reliebility of 0.9992 for
the TMR portion of the computer which had a predicted reliability of 0.973 for the non-redundsnt design.
Ground maintenance and checkout are facilitated by the attachment of disagrégment detector (DD) ¢ircuits
to the voting circuits. A vote of 2 to 1 is indicated by the DD and identifies a triplet of modules in
which one module has failed and is being masked by the other two.

It is noted that the first two cases of redundant design used the masking rather than the recovery
approach in the processors, as well as a complete word replication in memory. Both processors do not need
error~-detecting circuitry and have immediate fault-masking without interruption of operation. The conver-
sion from a nonredundant to the "massively" redundant processor is therefore straightforward. Conversion
1s accomplished when either the individual circuits are redesigned with replication components or locations
for voters are chosen end the voters are designed. The application of the recovery approach is more com-
plicated than this conversion. New functions of detection and recovery must be incorporated into the
computer. The following discussion relates the problems encountered in the use of masking redundancy in
aerospace computers and compares it to the recovery method.

The two computers described above represent current application of hardware redundancy. The useful-
ness of the component redundancy approach of the OAO depends on the validity of the assumption of indepen-
dent failures in the components forming a "quad."” Miniaturization and integration of electronic circuitry
places the components very close together and therefore largely invalidates the independent failure assump-
tion. Another drawback is the very difficult circuit design problem. Proper operation must continue after
a failure causes a change in circuit parameters that may shift the operating point or increase dissipation
in semiconductors of the circuit. The redundent circuits dissipate more power, are slower, and need higher-
precision components when the same performance is required as is of a non-redundant circuit. Pre-mission
maintenance and checkout of component-redundant systems also present problems. The life of the system
begins with the interconnection of the redundant circuits to form a system. The low-level masking mekes
component fallures undetectable at the system ocutputs until a complete circuilt fallure occurs snd leads to
a system failure. Mission times must be defined as including the entire time interval between assembly
and the end of the mission. These serious drawbacks make the extensive use of component redundancy un-
likely in the future. An exception to this statement may occur in relation to a few critical circuits of
a system that cannot be protected by other methods. These circuits can be built of discrete components
and replaced with a new assembly before the start of each mission. Another application of component
redundancy is possible when non-electronic, for example fluldiec, logic circuits are used.

The TMR method of protective redundancy avoids several of the drawbacks of component redundancy.
Circuits remain internally non-redundant, and computing occurs in three identical channels which can be
adequately separated in order to retain the independent failure assumption. Pre-mission meintenance and
checkout is facilitated by the use of disagreement detectors at the voters. The validity of the indepen-
dent failure asssumption critically depends on the inter-channel isolation and synchronization which must
be provided at each voter which receives inputs from all three channels. A fault which can affect two
adjacent channels through a voter, or by any other path, is not masked and will cause a system faillure.
The initial reliability in a TMR system is high, but the number of independent failures which it'.can
tolerate before failing is much smaller than a component-redundant computer, and the reliability drops
sharply after the initial period. The difference is emphasized by the comparison of the 8760-h mission
of the OAO to the 250~h mission of the Saturn V.

An alternate approach which competes with masking redundancy is a replacement system (RS). The RS
provides the required computing capacity as a "standard” computer which consists of a number of operating
functional units (arithmetic, memory, ete.). Each unit has one or more spares which are held in a standby
(usually unpowered) condition. The RS also has a "monitor unit" which detects the presence of a fault in
any operating unit and carriles out the recovery operation. Transient faults must be identified and their
effects corrected by repetition of a computation. Permanent faults are corrected by the replacement of
the faulty unit. It is disconnected end the unit spare is switched into the standard computer. Several
advantages of the RS over the masking approach are shown in the use of aerospace computers:

1) All spares of & unit are utilized before system failure occurs.

2) System reliability will increase if unpowered spare units have a lower failure rate (usually, some
failure modes are not present when power is not applied), and parts of the stendard computer are
shut down during idle periods.

3) Power requirements are lower because only cne copy of each replaceable unit is powered.

L) The system conteins & built-in capacity for premission maintenance and checkout.

5) The number of spares for a given unit may be varied as a function of the unit's reliability esti-
mate, the mission time, and the weight and volume constraints, while the power requirement is not

changed.

6) Replacement by switching and power removal can provide strong fault isolation between units.
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7) The automatic maintenance features of the RS can be extended from the computer to service the
entire aerospace system which contains the computer.

All of the above listed advantages are based on the existence of the monitor unit (often called the
"hard core") which carries out fault detection and recovery operations with a sufficiently high reliabil-
ity and without causing intolerably long interrupts in the current computation. The lack of such monitors
has been the main reason why the advantages of the RS have not been realized in current aerospace computers.

4. ARCHITECTURE OF THE STAR COMPUTER

The advantages of a replacement system are vital to the unmanned spacecraft with the mission of ex-
ploring the outer planets of the solar system. These advantages and the limitations of masking redundancy
which were presented in the preceding section led to the design and construction of a laboratory model
("oreadboard") of a fault-tolerant computer called the Self-Testing-And- Repairing (abbreviated "STAR")
computer [5]. The STAR computer is & replacement system which provides to the user one standard configur-
ation of functional subsystems with the required computing capacity. The standard computer is supplemented
with one or more spares of each subsystem. The spares are held in an unpowered state and are used to
replace operating units when a permanent fault is discovered. The principal features of the STAR system
which are used to impletment error diagnosis and recovery are listed below:

1) All machine words (date and instructions) are encoded in error-detecting codes to provide concur-
rent fault dlagnosis, i.e., fault detection occurs concurrently with the execution of the programs.

2) The computer is subdivided into a number of replaceable functional units containing their own
operation code decoders, and sequence generators. This decentralization of the system allows
simple fault location procedures and simplifies system interfaces.

3) Fault detection, recovery, and replacement are carried out primarily by special purpose hardware.
In the case of memory damage, software is used to augment the recovery hardware.

4) Transient faults are identified and their effects are corrected by the repetition of a segment of
the current program; permanent faults are eliminated by the replacement of faulty functional units.

5) The replacement is implemented by power switching: units are removed by turning power off, and
connected by turning power on. The information lines of all units are permanently connected to
the busses through isolating circuits; unpowered units produce only logic "zero" outputs.

6) The error-detecting codes are supplemented by monitoring circuits which serve to verify the pro-
per synchronization and internal operation of the functional units.

7) The "hard core" test-and-repair hardware is held to & small size and protected by complete repli-
cation and immediaete replacement.

The block diagram of the STAR computer is shown in Fig. 3. The replaceable units of the system are
shown in a circular arrangement. Communication between the units is carried out on two four-wire busses:
the Memory-Out (MO) Bus, and the Memory-In (MI) Bus. The three-letter abbreviations designate the follow-
ing units: '

COP - the Control Processor - contains the location counter and index registers and performs modi-
fication of instruction addresses before execution.

LOP - the Logic Processor - performs loglcal operations on data words (two copies are powered ).
MAP - the Main Arithmetic Processor --performs arithmetic operations on data words.
ROM - the Read Only Memory, 16384 permsnently stored words.

RWM - a Read-Write Memory unit with LO96 words of storage (at least two copies always powered,
twelve units are directly addressable).

IOP - the Ipput/gutput Processor - contains a transfer register and peripheral unit buffer registers.
IRP - the Interrupt Processor - provides communication links with systems outside the computer.
TIP - the Timing Processor - acts as an interrupt-generating interval timer.

The choice of the functional units represents a typical set of functions required in an aerospace
computer. The functional units of the STAR computer may be thought of as a collection of small special
purpose computers tied together by the MI and MO (4-wire) information busses. Computer words of 32 bits
are transmitted on these two busses as 8 bytes of 4 bits each. Three control signals are sent from the
Test-And-Repair Processor (TARP) through the 3-wire Control Bus to synchronize the operations of the
functional units. Otherwise the functional units operate autonomously.

The monitor of the STAR system 1s shown in the center of the circle in Fig. 3 and is deslgnated as
TARP (Test-And-Repair-Processor). The TARP monitors the operation of the STAR computer by two methods.
In the first method, an error-detecting code has been applied to all date and instruction words which are
transmitted on the MI Bus and MO Bus. The TARP contains two “Bus Checkers”, which test every word for
validity of its code. In the second method, a four-wire unit status code is received on the Status Lines
from each powered unit. The unit status codes indicate the operational status of the unit ("On", "Active",
"Complete"), report "Special" conditions and also issué "Internal Fault" warnings detected by monitoring
circuits within the unit. By recording the current instruction and its location, the TARP internally



reconstructs the proper status for each unit. A deviation from normal operation causes an interruption of
normal computing and an entry into the recovery mode. ’

Unless otherwise noted, one copy of each unit is powered at any given time. The decentralized or-
ganization allows a simple standard interface between each unit and the remainder of the computer. This
organization also simplifies the control of the other units by the TARP and provides simple error detection
procedures. Each STAR computer unit interfaces with the computer by the means of 16 wires. These wires
in both active and spare units are permanently connected to theilr respective computer system busses, but
are isolated in such a fashion that removal of power from a given unit removes its ability to affect the
busses. The external connections of a typical unit are shown in Fig. 4. The four "Input” and four "Output’
lines are connected to the information {MI and MO) busses. They receive and send coded machine words in
four-bit bytes. The SWITCH ON command input closes the power switch. The three "Control" input signals
are: CLOCK, a 1 mHz timing input; SYNC, a periodic synchronization signal; and RESET, a signal which
forces the functional unit into a standard initial state. The "Unit Status” lines supply the unit status
signals to the TARP. The TARP initiates all recovery and replacement actions on the basis of the status
signals received from the powered functional units and from the Bus Checkers of the system. Each functional
unit is autonomous and contains its own sequence generator as well as storage for the current operation
code, operands, and resulis. The internal design of a unit may be altered without affecting other units
as long as the interfacing specifications are observed.

All numeric operand words and instruction words in the STAR computer are encoded with error-detecting
codes, as shown in Fig. 5. The numeric operand words are represented as 32-bit residue-coded numbers con-
sisting of seven L-bit bytes (b(0) through b(6)), which is the binary representation of the word b, plus
a L-bit check byte c{(b). The check byte is established by

e(v) =15 - (15°| b)

where "15 I b" means "the modulo 15 residue of the number b.  This check byte results in the complete 32-
bit word being & multiple of 15. Checking of a numeric operand word is accomplished by computing the
modulo 15 residue of the word. A zero residue, represented by "1111" indicates a correct word; all other
values of the residue indicate a fault. A 32-bit instruction word consists of a 12-bit operation code and
a 20-bit residue-coded address part. The address part is encoded in the residue code with the check modu-
lus 15. The address part consists of a 16-bit binary number a and a 4-bit check symbol c(a) such that
c(a) =15 - (15 | &). The address part is checked using the same checking algorithm that is applied to
numeric operand words. The operation code is divided into 3 bytes of 4 bits each. Each byte is encoded
in a "two-out-of-four" code which allows byte-wise detection of op-code errors. There are six valid com-
binations for every four-bit byte, or a total of 216 variants of op-codes.

Residue codes were chosen for error detection in the STAR computer because they have the property
that the residue check byte can be operated upon independently in arithmetic operations. The residue
coding can be used to check arithmetic processing as well as data transmission. An earlier version of
the arithmetic unit employed a product code y = 15x for operand words. The residue code was substituted
because of its more convenient double-precision algorithms. An extensive study of arithmetic codes pre~
ceded the design and demonstrated that these codes need only & very simple Bus Checker for validation and
have fully satisfactory error detection properties [6].

5. OPERATION AND RECOVERY PROCEDURE

The STAR computer has two modes of operation: the working mode and the recovery mode. During the
working mode the stored programs are carried out. The TARP processor issues the principal 1 mHz CLOCK
signal and the SYNC signal which occurs when a new step is initiated in the execution of an instruction.
One standard instruction cycle is executed in three steps. In the first step, the address of the instrue-
tion is sent from the Location Counter in the COP to the Memory (ROM and RWM) units. In the second step,
the addressed Memory unit broadcasts on the MO bus the operation code and address of the instruction to all
functionael units. The address is indexed in the COP vwhich transmits it to the MI bus if necessary. The

_appropriate units recognize the operation code, store the address, and initiate execution. In the third
step the instruction is executed, an operand is placed on the appropriate bus and accepted by the destina-
tion unit. The Bus Checkers test every word transmitted on the busses for proper encoding. An interrupt
cycle omits the first step. During the second step an instruction is broadcast by the interrupting unit
(IRP or TARP). In order to distinguish between “standard" and "interrupt" cycles, a 2-out-of-4 encoded
"step-code” byte is 1issued to the information bus by the TARP simultaneously with the SYNC signal at the
beginning of each step.

The Read-Only Memory (ROM) contains the permanent programs and the associated constants for a given
mission. The experimental model uses & "braid"” assembly of transformers and wires for the permanent stor-
age of binary information. Complete replicas of the memory are used as replacements. Each Read-Write
Memory (RWM) unit has two modes of operation. In the standard mode a RWM unit recognizes its own wired-in
unit address. In the relocated mode, a RWM unit records and from then on responds to the unit address of
another ("main") unit. The relocated unit stores and reads out the same words as its main unit. Bach unit
internally compares its readout to the word appearing on the MO bus. In case of a disagreement, a SPECIAL
status signal is sent to the TARP which also receives the Checker result and identifies the RWM unit sup-
plying a damaged word. The relocated mode provides duplicate or triplicate storage for critical data. In
the case of failure of a RWM module, its replacement unit can be assigned the same address, avoiding a dis-
continuity in addresses. Assignment and cancellation of relocated mode is performed under program control;
this provision allows for efficient memory utilization as well as for selective redundancy of storage. A
record of RWM module assignment is retained (in non-volatile storage) in each copy of the TARP.

The recovery mode of operation is initiated by the RESET signal to all units from the Test-And-Repair
Processor iTARPg when a fault is indicated by the Bus Checkers or by the "Unit Status"” inputs. Then the
TARP issues an unconditional transfer instruction and a segment of the current program is repeated. If
the fault recurs, the faulty unit is replaced with a spare. A fault requires one of two procedures: either
only one or a sequence of instructions need to be repeated. To provide recovery in the latter case the
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STAR computer has an instruction which stores a "rollback" address in the TARP. At the time of setting
the "rollback" register all computer words which will be needed by the program in the future must be in
nonvolatile and redundant storage (at least two separate RWM _memory modules). The TARP also has registers
for the storage of the following data which is needed to decide whether all units operate when required:
the present instruction, its location, RWM module assignments, and the source and type of an observed
fault. For cases of temporary power loss and irresolvable fault conditions, the TARP contains a wired-in
"Disaster Restart" procedure which begins with all other units in unpowered condition.

The TARP is the "hard core" of the system. Three fully powered copies of the TARP are operated at
all times together with n standby spares. All outputs of the TARP are decided by a two-out-of-(n +3)
threshold vote. When one powered TARP disagrees with a voted output, it is immediately returned to the
standby condition and one of the standby units receives full power and joins the powered triplet. The
removed one is kept as a standby unit and reuse is attempted when other spares are exhausted. Reuse suc-
ceeds if previous removal had been caused by a transient fault. Two spares (n = 2) are used presently.
Because of the three unit requirement, design effort has been concentrated on reducing the TARP to the
least possible complexity. Experience with the present model is expected to lead to modifications of the
design. The replacement of faulty units is commanded by the TARP vote and is implemented by power switch-
ing. It offers several advantages over the switching of information lines which connect the units to the
bus. The number of switches is reduced to one per unit, power is conserved and strong isolation is pro-
vided for catastrophic failures. Magnetic power switches have been developed which are part of each unit's
power supply and designed to open for most internal failures. The information lines of each unit are per-
manently connected to the busses through isolation circuits. The signal on the bus is the logic OR of all
inputs from the units. The power switch and the busses utilize component redundancy and careful electronic
design for protection against fatal "shorting" failures.

6. STAR COMPUTER SOFTWARE AND RELIABILITY ASSESSMENT

Two major software research and development efforts were initiated concurrently with the design and
construction of the STAR computer breadboard [7]. First, a software effort was initiated in 1967 and is
presently well under way; the completed systems programs include an assembly program, loader, and func-
tional simulator. The operating system is presently being designed. A subset of the STAR breadboard suc-
cessfully carried out its first program in March of 1969. Second, a study of reliability estimation for
STAR-1ike fault-tolerant replacement systems is nearing completion. The study has led to the development
of the CARE (gpmputer-é;ded Reliability ggtimation) program, which can be used for interactive evaluation
of various fault-tolerant designs.

The STAR Computer Software System is partitioned into two separate subsystems. The first subsystem,
the programming subsystem, consists of three modules: an assembler, a loader, and a functional simulstor.
The second subsystem, the operating subsystem, consists of two modules: the resident executive module and
the applications programs module. The modules of the programming subsystem are static in nature: once
they are complete they require little change. These modules are being developed on the UNIVAC 1108 system
of the Scientific Computing Facility at JPL. An executive program has also been developed to facilitate
coordinated use of the assembler, loader, and simulator. The modules of the operating subsystem are dyna-
mic in nature: they will be constantly chénged as the STAR computer hardware-software system is developed.
The modules for a typical spacemission would consist of a resident executive module and a module comprised
of several applications programs, each of which would perform the computation for a particular aspect of
the mission. Facilities are included in the operating subsystem which implement the timekeeping functions
required on a spacecraft computer.

The first module of the STAR Computer Software System is SCAP: +the STAR Computer Assembly Progrem.
Programs for the STAR computer are written in SCAL: the STAR Computer Assembly Languege. The input to
SCAP consists of a source program written in SCAL; the output consists of binary card images in an inter-
mediate language used as input to the loader. SCAP is a traditional two-pass assembler incorporating
machine instructions, pseudo-operations, macro facilities, and a unique COMPILE pseudo-operation which
implements automatic compilation of simple arithmetic statements by the assembler. For instance, on a
single-address machine like the STAR computer, incrementing a counter usually requires three Ilnstructions:
a load or clear-and-add type, an add, and a store. These three instructions could be automatically com-
plled by writing COMP Y =Y + 1 in SCAL. Any valid statement involving =, +, -, *, /, and parentheses is
allowed. This pseudo-operation is a powerful feature of the STAR Computer Assembly Language. The second
module of the STAR Computer Software System is LOAD: +the STAR Computer LOADer. This phase is unique in
that it is the only phase programmed on two different computers. Initially LOAD is written for the same
computer as the assembler and simulator (the UNIVAC 1108). This is essential since the loader is the
interface between the assembler and the simulator. LOAD is also programmed for the STAR computer itself
so that various binary decks (and possibly patches) may be put together and loaded immediately into the
STAR computer without an additional run on the 1108. Thus two alternatives are available to the STAR com-
puter programmer: programs may be assembled and loaded onto a binary magnetic tape or binary punched cards
by the 1108 ready for immediate use by the STAR computer; or programs may be assembled by the 1108 and
loaded by the STAR computer. The third module of the STAR Computer Software System is the functional
simulator. The STAR computer 1s being constructed as a breadboard to permit experimentetion with the self-
testing-and-repairing features and the associated algorithms. A functional simulator is being included in
the programming subsystem so that programs may be developed for the STAR computer before hardware construc-
tion is completed. Furthermore, by using the simulator to debug programs before they are run on the STAR
computer hardware debugging of the computer can be simplified.

An executive program has been developed for coordinated use of the assembler, loader, and simulator.
Using this executive, source and relocatable binary decks can be combined to form a load module for the
STAR computer. This load module may be written on tape, punched on cards, and input to the simulator for
simulated execution. Thus, all modules of the programming system can be utilized during a single run on
the 1108 computer. Control cards may be included in the input deck to select the various options available.
The modules of the operating subsystem of the STAR Computer Software System, consisting of the resldent
executive module and applications programs module, are currently being developed. The fourth module of
the STAR Computer Software System is the resldent executive module. The most important function of this



module is to provide software required to implement program resumption after error detection. Other func-
tions implemented in this module are scheduling, input-output control, interrupt processing, and diagnos-
ties. The fifth module of the STAR Computer Software System is the applications programs module. Common
mathematical subroutines such as floating-point, double-precision, sine, cosine, square root, etc., may
be recorded in STAR computer read-only memory. The read-write memory will be used for developing programs
on the STAR computer. It is anticipated that guidance and control programs can be written and run on the
STAR computer by simulating sensor and control signals at the STAR Computer Input-Output Processor.

The projected interplanetary mission requirements for digital computers designed to perform in space
environment are in the order of ten or more years. In order to determine, evaluate, and compare the reli-
ability of STAR-like configurations, the methodology for reliability evaluation of such systems needed
first to be developed. Since the current methods %%ased either on simulation or on parts count) of mea-
suring the expected reliability of e computer system do not cover all aspects of the STAR computer organi-
zation, a reliability estimation study was initiated for the STAR project. This study is concerned with
several interrelated tasks. One is the development of reliability equations which represent the reliability
of STAR-like fault-tolerant configurations. The second is to analyze with respect to significant parameters
the various redundancy techniques which have been utilized. Third critically compares the various redun-
dancy techniques which are available and determines figures of merit and guidelines for their optimum usage.
These tasks lead to the development of a mathematical reliability model of generalized STAR-like computers
which will permit the analytic evaluation of the significant reliability parameters [8]. The foregoing
reliability study led to the development of a reliability design tool called the CARE (Computer—Aided
Reliability Estimation) program. CARE is a software package currently being developed on the UNIVAC 1108
computer system at JPL. CARE may be interactively accessed by a designer from a teletype console to cal-
culate his reliability estimates. The input is in the form of a system configuration description followed
by queries on the various reliability parameters of interest and their behavior with respect to mission
time, fault-coverage, failure rates, dormancy factors, allocated spares, and cost in hardware. The CARE
subroutines are periodically updated to reflect refinements made on existing reliability models and enlarged
as further data becomes availlable.

The preliminary reliability estimates of the STAR computer were based on the following reliability
model. The functional processors comprising the STAR are considered to be in series for their reliability
estimation. The TARP unit which is the "hard-core" of the STAR organization is a triplicated configuration
with a number of spares. The remaining functional processors are in a replacement mode utilizing standby
spares. The reliability model reflecting this organization was extended by incorporating additional para-

‘meters to reflect dormancy effects of the spare units. Figure 6 shows the comparative survival probabili-

ties of the STAR computer and a non-redundant computer having the same computational capability as the
STAR. The bounds on the reliability versus mission time (in years) are shown corresponding to the cases

of no failures of the spares (upper bound) and equal failure rates for spare and active units (lower bound)
for the STAR computer with an allocation of three spares for each processor. The mathematical models on
which these results are based are undergoing further refinement to reflect the reliability of the STAR
computer with greater exactitude. For the above reasons the computer figures provided at this time are

to be considered as a first-cut estimate.

7. AUTOGMATIC SPACECRAFT MATNTENANCE: EXTENSIONS OF STAR TECHNIQUES

An immediate consequence of the automatic maintenance provided in the STAR computer is the reduction
of the ground checkout equipment to a special functional unit (an expanded TARP) which contains programs
for the checkout of all copies of the STAR function units. Periodic checkout of spare units during a mis-
sion is also readily implemented by an on-board program. These features lead to the conclusion that auto-
matic maintenance (testing and replacement) of subsystems may be extended beyond the computer to include
other parts of the spacecraft. Sensors and other parts of the guidance system, communication equipment,
and scientific instruments can be monitored, periodically tested, and replaced by spares (using power
switching) following the techniques used for the replaceable processor and storage units of the STAR com-
puter. The fault-tolerant STAR computer can be used as the monitor and "automatic repairman" for the
entire spacecraft. Its memory units contain the calibration, diagnosis and emergency action programs for
the maintenance of the entire spacecraft. The redundancy provided by unpowered spare copies of spacecraft
subsystems offers very important advantages over other types of redundancy. First, the power requirements
are not increased by the introduction of redundancy. Second, the unpowered spare copies will have a lower
failure rate whenever additional failure modes are introduced by the presence of power in a subsystem.
Both properties are exceptionally important in the missions to the outer planets of the solar system, which
require a very long survival of the spacecraft (over 10 years), and which are subject to very strict power
constraints [1].

The practical implementation of automatic checkout and continuous in-flight maintenance of the entire
spacecraft poses several additional requirements on the designers. First, methods of internal fault detec-
tion which are most effective for each "black box" subsystem of the spacecraft must be incorporated within
the subsystem. Second, a standard interface with the STAR computer (i.e., its Interrupt Processor and I/0
Processor) must be devised, which will permit the STAR computer to perform the necessary monitoring and
test operations. Third, power switching must be adapted for each "black box." Fourth, test and calibra-
tion procedures must be devised and test programs must be written and stored in the Read-Only Memory unit
of the STAR computer for each one of the maintainable (replaceable) parts of the spacecraft. It must be
noted that all of the above functions (except power switching) are presently implemented by ground checkout
equipment which is used to prepare the spacecraft for its mission, and that this accumulated experience is
applicable to the development of in-flight testing and replacement. A study of the automatic in-flight
maintenance of the spacecraft is presently under way, and several promising applications have already been
identified.

To illustrate the application of automatic maintenance principles, we consider the monitoring of the
propulsion system performance in a spacecraft. The sensors which provide date to the computer indicate
the pressures in the fuel line, the oxidizer line and in the combustion chamber, as well as the combustion
chamber temperature. If an abnormal fuel or oxidizer flow condition is detected, the motor is shut down
and an alternate valve is operated. A record of the event is stored for future reference and for telemetry.
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The chamber temperature and the accelerometer outputs are also monitored by the computer, and if abnormal
conditions are detected, an adjustment is made or the motor is shut down, according to the maintenance
program. Another example is the monitoring of gas leakage in the attitude-control system; a standby valve
can be employed when excessive gas leakage occurs.

The application of automatic maintenance offers a significant improvement in the expectation of mis-
sion success and should alsoc be useful in many other critical applications. High-speed aircraft and
automated systems for the monitoring of patients in hospitals of the future are examples of this usage.

8. PRESENT STAR COMPUTER STATUS AND CONTINUING EFFORTS

The STAR computer employs & balanced mixture of coding, monitoring, standby redundancy, replication
with voting, component redundancy, and repetition to attain hardware-controlled self-repair and protection
against transient faults. The principal objective of the design is to attain fault-tolerance for the wid-
est possible variety of faults: transient, permanent, random, and catastrophic. The actual construction
(rather then simulation) of the STAR breadboard has two significant advantages. First, the design process
has uncovered interesting new problems &nd led to numerous improvements. Second, the computer 1s intended
to serve as & vehicle for further experimentation and refinement of the recovery techniques, (especially
in the protection of the TARP and in the design of buses and power switches). An extensive testing and
validation program is being planned for the STAR breadboard. A better understanding of recovery from tran-
sient faults will be sought by actual injection of such faults and observation of the recovery procedure.
Automatic test date collection and reduction will be provided. The design of hardware and software for
this purpose has been initiated.

At the present time (April 1970) the STAR computer breadboard has been in limited operation for a year
(Fig. 7). The present breadboard contains cne complete set of functional units shown in Fig. 3, with the
exception of the Timing Processor (TIP). The TARP contains & subset of parts which control the "working"
mode of operation; the hardware to control the "recovery'" mode is nearing completion. Two complete Read-
Write Memory units are included in the breadboard. The Input-Output and Interrupt processors consist of
laboratory 1/0 equipment: card reader, typewriter, and magnetic tape unit. Very extensive manual controls
for pulse-by-pulse operation have been provided for every functional unit. Display lights are provided
for all the principal registers of the units. The display outputs also provide points for the automatic
collection of performance data during dynamic testing of recovery operations. An all-magnetic transformer-
type power switch has been constructed and tested; work continues on further refinements of the switch.

Design of several improved "second generation" functional units is under way. They include a new
Arithmetic Processor, a Control Processor for medium-scale integrated circuit implementation, and a "shared"
Read-Write Memory module for the storage of automatic maintenance information from the spacecraft telemetry
system. The "shared" RWM is the result of & concentrated study of automatic spacecraft mailntenance under
control. of the STAR computer, and 1t serves as a very effective Input/Output Processor for the monitoring
of spacecraft performance. Analysis of automatic maintenance algorithms and design of a Command /Data bus
for their implementation are under intensive study. The second version of the programming subsystem in
the STAR Computer Software System has been completely implemented on the UNIVAC 1108 computer at JPL. Work
is currently under way on the resident executive program. A few application programs, including a floating
point subroutine, have been completed; others are under way. The CARE (Computer-Aided Reliambility Estima-
tion) program is operational; further refinements are continuously being introduced.

The investigations of the STAR computer have stimulated new research efforts in fault tolerance.
Current advanced investigations are concerned with the following areas:

1) Hardware-software interaction in a fault-tolerant system with recovery, such as the interaction
of the TARP and the operating system, the automatic verification and insertion of "rollback" points
in all programs, and auxiliary diagnostic programs.

2) Studies of advanced recovery techniques, i.e., post-catastrophic restart, TARP replacement schemes,
recovery from massive interference.

3) Computer-aided reliability prediction for STAR-like fault-tolerant systems.

4) Advanced component technology, especially methods to attain bus and power switch immunity to
faults.

5) Formulation of a theory of fault-tolerance by interpretation of extensive experiments with the
STAR breadboard as the instrument.

6) The design of a "Super-STAR" computer with "microprogrammable"” processor and storage modules, and
their implementation by large-scale integration.

Another area of utilization of the STAR breadboard is in the plenning of future space missions. The
breadboard serves as the model for the construction of flighworthy prototypes and as the training device
for future users, ‘including the designers of other systems of the spacecraft. 1In 1969 the Thermoelectric
Outer Planet Spacecraft (TOPS) research project was initiated at the Jet Propulsion Laboratory. Its objec-
tive is the design of the prototype of a spacecraft suitable for missions to the outer planets of the solar
system. An effort to design a STAR-type computer for the guidance, control, and automatic maintenance of
this spacecraft is currently in progress.

On the basis of current results, it may be expected with reasonable certainty that the STAR computer
project will yield both a more refined insight into the problems of computer self-repair and a model for
advanced spacecraft computers which will perform guidance, control, and maintenance operations on missions
exploring the most remote realms of the solar system as well as the interstellar space.
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SUMMARY

The paper is concerned with simplified guidance computation schemes for on-line operation.
Under the aspect of onboard or ground station computer organisation explicit and implicit
guidance methods are discussed. Based on computational requirements, possibilities for
approximate explicit guidance procedures are compared.
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SENSITIVITY ANALYSIS OF APPROXIMATE OPTIMUM GUIDANCE
PROCEDURES FOR ON-LINE OPERATION

Eveline Gottzein and Helmut Bittner

1. INTRODUCTION

The fast progress in the development of low-weight, high-speed digital computers already achieved and still
continuing has caused new aspects to become attractive for the application in space and missile guidance and
control tasks. The fundamental situations to be encountered in practice are schematically indicated in the
block diagrams of Figure 1. The simplest method of guiding a vehicle on its trajectory uses a precalculated
nominal attitude program, which is often sufficient for the first stage flight of a multistage vehicle., In

~order to transfer maximum payload into a given orbit and to ensure sufficient injection accuracy in the presence
of perturbations, closed loop guidance procedures have to be applied, at least for the flight phases of the
upper stages. Depending on whether the guidance and control problems to be solved can be locally separated

from each other or have to be solved at the same place i.e. on board of the vehicle, either radio guidance or
inertial guidance may be used (see Figure 1). The first possibility allows for a big and fast guidance computer
but is heavily restricted by the geographical conditions i.e. the availability of a point on the earth surface
within the visibility range of the most important part of the trajectory. This way is completely out of the
question, if a mobile launching point is required. The inertial guidance case does not suffer from these
restrictive conditions but entrains obviously limitations on computer size and storage capacity.

Advanced vehicle concepts and the complex onboard systems associated with them call for the implementation
of a digital processor for various reasons. Once it is decided that a digital computer is to be installed on
board of the vehicle there are a large number of tasks to be performed conveniently by the computer apart from
the navigation (purely inertial or hybrid) and guidance aspects. Disregarding for the moment its application
within the prelaunch phase for

- platform alignment
- check-out assistance and
- propellant loading control,

the availability of an onboard digital computer may be taken advantage of during the actual flight phase to
solve the following problems:’

attitude control
— auxiliary attitude control
- navigation, guidance and optimization

- digital filtering of the measured values of the inertial measurement system, estimation of vehicle
parameters

- control of thrust and propellant feed system
- coordination of guidance and control systems
- flight sequencing

—~ sequencing of data transfer

— data compression and preliminary data analysis for telemetry.

In order to cope with these tasks it is required to reduce the computational efforts for each of these
problems by convenient approximations. From the following we are going to discuss the aspect of guidance
computation schemes suited for on-line computer operation.

2. GENERAL REQUIREMENTS

Let us first state in general form what requirements have to be met in order to fit the guidance procedure
into the on-board computer organisation. The guidance procedure is expected to perform the following tasks:

— evaluation of the optimal attitude law based on the knowledge of the present state vector and the
injection point to be achieved.

— prediction of the time to go in order to provide the engine cut-off signals.

Pigure 2 shows a block diagram of the EUROPA 2 inertial guidance system and its interlinkage with the vehicle
attitude control. The vehicle is equipped with an inertial platform providing three Euler angles for attitude
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control purposes and three acceleration components in space fixed axes. For the particular example considered,
the analog accelerometer signals are integrated to velocity increments and converted into digital form within
the acceleration encoder and then fed into the onboard computer. Since the accelerometers measure the accelera-
tion due to all external forces except the gravitational force, the velocity increments due to gravitation have
to be calculated from position and added within the computer integration routine. The resulting position and
velocity of the vehicle is converted into a coordinate system suited for guidance computations. A detailed
discussion of the EUROPA 2 inertial guidance system is given in Reference 4.

When establishing guidance procedures, the following general aspects have to be taken into account from the
computer point of view:

— The tasks listed in Section 1 have to be performed in real time.
The various signals to be processed demand different sampling rates and computer resolution.

The computer therefore has to be equipped with input and output capability of different levels like Output
Control Pulses, Sense Lines, Priority Interrupts besides the data communication.

The provision of these above mentioned control signals allows for the necessary multiprogramming scheme of
different priority levels. The guidance signals having a low bandwidth only will obviously have to be
calculated at a very low priority level.

— Each of the individual tasks has to be performed within fixed frame times and in order not to waste compu-
tation time the duration of the various operations should be predetermined as far as possible and only
subjected to very small variations. In Figure 3 a typical diagram for onboard computer timing with differ-
ent priority levels and frame times is given.

— The storage requirements for the essential program parts should stay within limits, since for reasons of
reliability it is advisable to store this information twice in different memory banks.

— A reasonable compromise as for computer wordlength has to be found since the various tasks of Section 1
require different computer resolution. While for some tasks two or even one bit is sufficient and the
control tasks require 7 -8 bits, only, insufficient computer resolution for navigation and guidance might
produce guidance noise at critical frequencies and excite the vehicle. This difficulty could be coped
with by using multiple wordlength of course but only on cost of longer computation time.

A word length of 18 - 24 bits seems appropriate.

3. POSSIBLE SOLUTIONS OF THE GUIDANCE PROBLEM

From the following the methods commonly used to solve the optimal guidance problem will be briefly character-
ized and their advantages as well as their practical limitations will be illuminated. It is to be understood,
that irrespective of the particular coordinate system chosen to mathematically describe the motion of the vehicle,
the injection conditions have to be expressed by a suitable set of invariant orbital parameters. Convenient
formulations of the problem will therefore use coordinate systems which ensure simple relations between state
variables and orbital parameters.

3.1 Explicit Guidance

The exact optimal guidance conditions represent a nonlinear two~point boundary value problem, which is to be
solved at any instant of vehicle flight, where guidance commands are to be calculated. Since the necessary
optimality conditions involved are too complicated to allow for an analytical solution, an iterative procedure
is required. 1In general this is an elaborate and time consuming task. It implies, that the simultaneous non-
linear differential equations of state variables and adjoint variables have to be integrated several times over
the whole time of flight for initial conditions of the adjoint variables altered in turn. From the variations
of the end points of the state variables as a function of variations of the adjoint variables at the current
time a sensitivity matrix can be constructed which allows to evaluate corrections of the initial values of the
adjoint variables. Functional relationships of the adjoint variables determine the optimal attitude programme.
The most critical drawbacks of this iterative procedure for on-line computations of the optimal guidance
commands in view of the requirement of a fixed frame time are:

- variable time of integration depending on the.current state of the vehicle with respect to the injection
point

- the number of reoptimization cycles required to calculate the optimal attitude commands is not predeter-
mined

— the computation time needed for each reoptimization step is fairly high.

The advantages of the explicit guidance method to solve the two-point boundary value problem are:

— the computer storage capacity required is small

the guidance scheme is to a far extent independent of the particular orbit or mission

the guidance procedure is flexible with respect to changes in the launch site

I

the guidance method is fairly insensitive to deviations of vehicle parameters from nominal so that in
most cases no updating of the vehicle model is necessary
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-~ precalculations are only required to adjust the initial values of the adjoint variables.

Explicit guidance will be dealt with in more detail in Section 4.

3.2 Implicit Guidance

In the case of implicit guidance the nominal optimal trajectory is precalculated by means of some explicit
guidance procedure. For a certain number of points along this optimal trajectory correction matrices are
evaluated under the assumption that in the vicinity of the optimal trajectory the corrections of the optimal
attitude commands or rather the adjoint variables and time to go are linear functions of the state variables
(expressed in suitable orbital parameters). Associated sets of numerical values of flight time, nominal
trajectory data (orbital parameters), nominal adjoint variables and correction matrices are stored in the
computer for on-line operation.

The actual computations to be performed in real time are reduced in this guidance procedure to the following
linear algebraic operations:

- evaluation of the deviation of actual from nominal trajectory (expressed in orbital parameters e.g. oscula-
ting ellipse)

- selection of “adjacent”’ gorrection matrices on the basis of flight time and computation of a proper inter-
polation factor

- adjustment of the adjoint variables stored in the adjacent correction matrices by means of the deviations
of actual from nominal trajectory -

- linear interpolation between the adjusted adjoint variasbles, computation of associated optimal attitude
cgmmand and corrected time to go.

In Figure 4 the attitude angle as derived from such an implicit guidance procedure has been plotted. The
corner points marked by arrows represent the moments for which guidance correction matrices have been stored
and the bows in between are due to the linear approximation used. As is obvious from this figure the number
of correction matrices required depends on the linearity range which decreases towards injection?.

The dynamic behaviour of the carrier vehicle represented by a detailed hybrid simulation model under the
influence of such implicit guidance commands is shown in Figure 5. Commanded (We,Ww) and actual vehicle
attitude in pitch & and yaw i have been recorded as well as body-fixed translational acceleration (a ,ay,az)
over the optimal guided trajectory of the 3rd stage of EUROPA 1 carrier vehicle. Fuel sloshing has only been
included in the simulation of the pitch plane and the associated vehicle accelerations show up in the
a,-component. In the yaw plane the effect of the rigid body limit cycle (ay-component) can be observed.

Coming back to the computational aspects of the implicit guidance procedure, the great advantage of this

method is - a very short time required for on-line computations. This advantage must be paid for by the
following drawbacks:

~ large storage capacity is required
~ extensive precalculations are necessary for changes in orbit and mission

— the guidance scheme is not flexible with respect to changes in the launch site (equivalent to a change in
mission).

4. APPROXIMATE EXPLICIT GUIDANCE SCHEMES

From the discussion of the previous chapter explicit guidance procedures are more attractive for inertial
guidance applications mainly from the flexibility and storage capacity point of view, provided it were possible
to fit the on-line computations required into a fixed frame time of reasonable length by introducing suitable
approximations.

4.1 Flat Earth Guidance

In order to circumvent the computational difficulties involved in solving the nonlinear two point boundary
value problem, in the flat earth guidance procedure some simplifying approximations are made, which allow the
differential equations representing the necessary conditions for optimality to be solved partly analytically"®.
The characteristic features are:

~ the optimizetion problem is formulated in spherical polar coordinates, a rotating coordinate system with
the origin in the centre of gravity of the vehicle one axis pointing to the gravitation centre, the second
being parallel to the nominal orbit plane pointing into the “forward direction’’ and the third pointing out
of the orbit plane. In these coordinates the cut-off boundary conditions assume a very simple form.

- the motion is assumed to take place in a unidirectional — hence the name “flat.earth’ - and constant force
field. Under this assumption the differential equations of state variables and adjoint variables are not
coupled with each other, the adjoint system can be integrated analytically and the optimal control law
(steering angles) can be formulated in terms of the 1ptegration constants of the adjoint system.
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— by means of suitable corrective functions the integration constants of the flat earth optimal control law
are matched to the curved earth optimal control law such as to satisfy the initial and terminal boundary
conditions of the curved earth optimal trajectory.

The above mentioned corrective functions have to be precalculated and stored in the computer. Commonly they
are not only used to correct for the assumption of a constant unidirectional instead of a central inverse square
distance force field but also to additionally make the on-line computations as simple as possible.

The flat earth guidance law meets the requirements for onboard computer applications. It has been successfully

implemented for instance in the Apollo space program®. The guidance computations can be performed within a rea-

sonable frame time and the procedure is fairly insensitive to perturbations, though not independent from the
mission and changes in the launching site.

. 4.2 Iterative Procedures

Comments on computer mechanisation:

In this section it will be shown how the most critical drawbacks of iterative explicit guidance procedures
can be eliminated. The means to achieve this are the following:

(a) Sizable computation time required for each integration cycle of Euler-Lagrange equations: This drawback
can be coped with by:

— proper choice of numerical integration procedure, e.g. Adams,

normalisation of state variables using the desired nominallorbit parameters as reference conditions,

linearisation around the injection point, .

approximation of trigonometrical functions of attitude angles, by assuming small variations of these
angles in certain flight phases,

—~ approximation of trigonometrical functions of attitude angles by first order functions.

(b) Variable time requirements for integrating the trajectory between the present state and the desired
end state: In order to cope with this drawback the usefullness of integration step control was investi-
gated. Instead of using a varying number of intervals of fixed time length, a fixed number of integra-
tion steps of varying time length was chosen

Three integration steps were sufficient in the following examples:
- Injection of an upper stage of a three stage vehicle into 200 km and 550 km circular orbits,

- injection of the upper stage of a two stage vehicle into an elliptical orbit of 200 km perigee and
36,000 km apogee.

(c) Undetermined number of reoptimization cycles for each updating of attitude commands: Updating of the
attitude law during the flight becomes necessary for two reasons:

- Disturbances (external or caused by the system) such as wind, turbulence, start-up and cut-off of
engines, staging, jettisoning of fairings etc.

In order to cope with these disturbances, reoptimization would be required only shortly after the
particular event. This type of disturbance occurs only at special instances. It would be sufficient
to reoptimize five or ten times during a flight of 500 to 700 seconds.

— perturbations of system parameters from the assumed nominal values. These are more critical with
regard to injection accuracy and payload in orbit. Therefore updating of the attitude law in much
shorter time intervals is required, e.g. two to five times & second. The most critlcal vehicle
parameters are thrust magnitude, thrust misalignment, mass flow rate and initial mass. It is under-
stood that the convergence of an explicit guidance procedure is improved, i.e. the number of reoptimi-
zation cycles is reduced if the vehicle model used in the equations of motion is close to reality. ‘
Updating of the most critical system parameters in flight from the inertial measurement data by means
of appropriate parameter estimation techniques (Kalman filter) is therefore very useful and in many
cases demanded anyway from other considerations like performance optimization and analysis.

Demonstration of iterative explicit guidance:

In order to demonstrate how the iterative explicit guidance procedure works, an example is given in the Appendix.
The symbols and the coordinate systems used can be understood from Figure 6 and Equations (1). Equations (2)
describe the motion of the vehicle. Equations (3) and (4) describe how rationalized relative coordinates are
introduced for the case of injection into a circular orbit. Using this normalisation and substituting the nominal
orbit parameters, the equations of motion take the form of Equations (6). Equations (7) are the differential
equations of the associated adjoint variables. The optimal thrust program is given in Equations (8).

The optimization procedure is illustrated by Figure 7 for a motion in the orbit plane. Here the integration
of the Euler-Lagrange equations was performed using a fast logic controlled analogue program. Sufficient
accuracy at injection even with analogue components was achieved by use of rationalized relative coordinates.
The iterative updating of the initial conditions of adjoint variables was done digitally. The matrix used for

updating the adjoint variables p; 1is given in Equation (9). The digital computer was also used to calculate
the motion of the centre of gravity of the vehicle.
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In the simplified case of Figure 7 (motion in the nominal orbit plane) the three state variables, radial
distance RO , radial velocity Vr and tangential velocity V, describe the system completely. Figure 7
shows the deviations of the state variables (ARb,ANb) from their nominal values in rationalized relative
coordinates. The spikes to be noticed arise from fast integrations of the Euler-Lagrange equations in the
logic controlled analogue program. The adjoint variables determine the optimal thrust program. The first
spike in each group of three integrations represents a test run with estimated initial conditions of adjoint
variables. At the end of this test run the injection point achieved is compared with the desired injection
conditions. If the injection point is not achieved with the required accuracy, the integration of the Euler-
Lagrange equations has to be repeated twice in order to construct the updating matrix (2nd and 3rd spike).
The initial conditions of the adjoint variables have to be systematically varied for this purpose. The formulae
used for the computation of the partial derivatives of the updating matrix are listed under Equations (11).

The use of the runs of Equation (11) for the construction of the approximated updating matrix can be seen from
matrix No.12.

The partial derivatives are constructed from the deviations, which occur in the state variables at injection,
resulting from a systematic variation of the initial conditions of adjoint variables. The updating matrix is
used to improve the initial conditions of adjoint variables by iteration. The optimization cycle described has
to be repeated until the test run (first spike) delivers state variables which meet the desired injection accuracy.

From the initial conditions of adjoint variables thus determined the optimal attitude law to guide the launch
vehicle is derived. After a time interval At the launch vehicle deviates from the predicted optimal flight
path mainly due to perturbations. Therefore reoptimization is required in order to determine a new optimal
attitude law. In Figure 7 five optimization cycles are necessary at the beginning of the upper stage flight due
to disturbances originating from other stages, separation and start-up of the engines. Afterwards only three
optimization cycles are required to cope with the perturbations in vehicle parameters. (Here thrust magnitude,
thrust direction and truncation -errors.) Reduction of the reoptimization cycles required from 3 to 1 can be
obtained by updating the parameters of the vehicle model used in the optimization procedure as was already
mentioned.

Integration step control:

In Figure 9 the efficiency of integration step control is demonstrated for the injection of the upper stage
of a three stage launch vehicle into a 550 km circular orbit for the nominal case as well as for perturbed cases.
In Figure 9.1 the results obtained by integration of the Euler-Lagrange equations with fixed step size of
At = 5 sec and by integration step control with 3 steps are compared for the nominal case. No difference
neither in attitude law nor in performance (time to go) is to be noticed. In Figures 9.2 and 9.3 perturbations
in thrust direction and thrust magnitude were investigated. It is to be noticed, that perturbations in thrust
direction mainly influence the attitude law and not so much the performance (total mission time t_ ). Deviations
in thrust magnitude of course influence the total time of flight but not so much the attitude law. In Figures
9.2 and 9.3 the demanded attitude changes very rapidly towards the end. This phenomenon is avoided by changing
weighting factors of injection conditions in the final flight phase (or omitting all position constraints like
radial distance).

Simplification of Euler-Lagrange equations:

In Figure 8 approximations used in order to simplify the Euler-Lagrange equations are listed. By these
simplifications computation time requirements on the onboard computer were relieved. Figure 8 shows that the
simplifications proposed do not lead to any sizable increase in time to go for the nominal case. Figures. 10
and 11 show the attitude laws to be expected.

Figure 8; No.7:' z,p<<1

The equations of motion can therefore be linearised around the desired end conditions. Attitude law see
Figure 10.1.

Figure 8; No.8: z,p0<<1; A¢@ <<1

An end law is used 40 seconds before injection in order to avoid rapid changes in attitude demands towards
the end (see Figure 10.1).

Figure 8; No.9: z,p0 < 1; A¢Q <« 1 ;A¢b << 1

Attitude law see Figure 10.2. No end law was used in order to smooth out the final attitude demands.

Figure 8; No.10:

Corresponds to the above No.9 except for the additional assumption that p, is constant in the linearised
form (see Figure 10.2).

Figure 8; No.1ll:

Corresponds to No.10 except for the use of an end law in order to reduce bandwidth requirements near injection
(see Figure 10.2).

Figure 8; No.12:

In this case the solution of the differential equations of adjoint variables was eliminated by approximating
cosy, = K, +K,,7; siny, = K, +K,,7 .
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Instead of varying the initial conditions of adjoint variables, the coefficients of the attitude law (Kll; K.,
K21’ Kzz) were varied instead in order to meet the injection requirements (see the Appendix, Equations (14);
for the updating matrix see Equation (15)).

Even these very severe simplifications do not lead to any considerable loss in performance as can be seen
from the time to go. The attitude law is shown in Figure 11.1 where other cases are repeated for comparison.

In Figure 11.2 the predicted “times to go'’ as a function of flight time for the nonlinear case and this very
much simplified case are compared. The differences in time to go are negligible. The fast changes in attitude
demands towards the end (Fig.11.1) can again be avoided by using an appropriate end law.

Injection into elliptical orbit:

Rationalized relative coordinates, subsequent linearisation of the equations of motion and integration step
control have been applied for guidance of launch vehicles into elliptical orbits as well. The nominal attitude
law as obtained from the guidance of the 2nd stage of a two stage launch vehicle into an elliptical orbit of
200 km perigee and 36.000 km apogee is shown in Figure 12. For comparison the attitude law for injecting the
same upper stage into a 200 km circular orbit is drawn. For circular orbits and elliptical orbits of the same
perigee, similar bandwidth requirements exist, if injection takes place near the perigee. When injecting into
other regions of the ellipse, the bandwidth requirements and guidance noise produced near injection are less
severe. The following sensitivity investigation to establish the bandwidth requirements on the vehicle for the
nominal as well as for perturbed cases are therefore shown for injection into a 200 km circular orbit only.

Interaction between guidance and vehicle bandwidth:

Preliminary guidance investigations are necessary in order to establish the bandwidth requirements particularly
on the upper stages of launch vehicles. As an example loss in performance and changes in attitude law as a
result of vehicle bandwidth were investigated for the 2nd stage of a two stage launch vehicle. Injection into
a 200 km circular orbit was considered. The case with no perturbation and vehicle transfer function unity is
referred to as nominal case. In order to perform the investigations, the following perturbations in vehicle
parameters were assumed:

(a) in-plane thrust vector misalignment of Ax = £ 1 degree,

(b) distance of vehicle centre of gravity from the symmetry axes: Al = + 30 mm,

(c) error in specific impulse of +1%.
The 2nd stage under attitude control was approximated by a mathematical model of 2nd order:

o 1

W, ~ T?s? + 2DTs + 1~

Time constants in the range between 0 € T £ 5 sec have been considered for D = 0.7. Evaluation of the
results shows that the most severe loss in payload occurs when thrust misalignment and deviation of centre of
gravity act in one direction, resulting in a negative thrust vector misalignment (see Figure 13). In the case
mentioned:

Mt = -1°; Al = -30 mm

the following additional payload loss Am occurred due to the response of the 2nd stage:

T = 1 sec ; D 0,7 ; Am = 6,1 kg

T = 5 sec ; D = 0,7; Am 65,1 kg.

In Figure 13 the loss in performance (payload Am) for different bandwidth of 2nd stage and perturbations in
thrust direction has been plotted. Pigures 14.1 and 14.2 show the changes in attitude law due to perturbations
in thrust direction (positive and negative angles), and vehicle bandwidth. The bandwidth requirements towards
the end have to be relieved by modifying the guidance law or introducing appropriate weighting factors on
injection conditions for the final flight phase.

5. CONCLUSIONS

Due to the fact that analytical solutions of the nonlinear optimal guidance are not available, for most
practical applications approximate numerical solutions are used. The discussion of the procedures commonly
implemented has shown that explicit guidance is preferable for its independence of mission and vehicle para-
meters, provided it is possible to circumvent the characteristic drawbacks associated with it like large
computation time required and variable frame time. It has been shown in the paper that even iterative explicit
guidance can be applied successfully for on-line optimization by introducing proper means to avoid the above
mentioned difficulties. The remedies are:

- proper integration step control

— inflight estimation of vehicle parameters
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- use of rationalized relative coordinates referred to the injection point

— subsequent linearisation of the Euler-Lagrange equations

- piecewise approximation of trigonometrical functions of the attitude angles by first order equations, the
coefficients of which are iterated in order to meet the desired injection conditions.
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APPENDIX

Definitions and Coordinate System

Unity vectors 4,4, 1,

0 -—V,AL,
Wg = Vg, = 4Op+ Bg+; =N, +Vot,+V, 1y
Wz = Yy,
R =Rnu, _
3 =z, £ =R+3 = Ru, + 21,
.Q. = mf‘vs (1)
Mk Mk Mk
Q=- ——_-|‘€i3 o - — ___“c's-(nu,‘»lﬁ,) - |q\z Tl
T = (Scosy,cosy,)n, + (Scosy, siny)n, + Ssiny, -,
Equations of Motion
Z—F = A = V,.n4+Va117_+V7_1t3
de _d¢ _ Qe &
dt =~ de B3 T loe] = 7

Substituting :

M= M(o) ~mt

12 = (R*4 z2)?2
W = VB/R
qives :
dR (2)
at = Vr
kS
dVy _ Ve _ kR S
dt R (R2+ 22)V2 M(o)- mt cosy, cosiy,
dve _ _VrVe S :
dt R M)~ rnt St oSy,
dz
ar - v
dt z
dVg kz 5 :
v Sin
dt (R~ 222 M(e)-mt fa
do _ Ve |
dt R



Nominal Orbit Parameters

V. K
M= = ——
R, ' R2
Vi ok
V=R T Rx T 9%
T = w,t
Definition of Normalized Quantities
R-R
g = —= R = Ry(g+1)
o
V5 Vo—Ve Vo = Vo (0g+1)
Vo
\)r = Vr Vr = VO\)Y
Vo
z == \61 Vz == V’o\)l
o
Z = _Z_ Z = ?02-
R,
&> =0-T 6=0+T
Definition of H and p;
5

Hamiltonian H H = Z Piﬂ ’

(=1
dx; dx; oH
where ﬂ = g{} therefore d = 3p;
. dpe . _ OH
Adjoint variables pj dr aXL
Normalized Equations of Motion
dg
dt Vr
d\)r= (%+1)"— (€+1) 1 S
dtT (g+1) [(g+1)‘+ 1*]3’1 g Mo) - %t
dvy Ve + 1 1 S .
E —_ -—-——-——g w1 ‘\?'4- § ———————M(o)- _r_"n_t SLn\f‘COSlP?_
Weo
é_l_ = V.
dt z
dy Z 1 S .
—_— T - : +—_—— S
dt [(34-1)14-2."]3/1 9o Meo)~ —:;—'C g,
d\g‘ - Vo + 4 -1
d.'E_ S+ 1
1 S

= e ———
Fo M)~ -%o't

s GOSlﬂCOSIPl
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(3)

(4)

(5)

(6)
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Adjoint Variables

dp. _ —p Va+1 o p(;)g+1)z 7_1—2(?*-4)1 _ 32(S+1)
dt H(Q+1)2r  T3(Qer)? 3[(e+)*+22]1°2 s ((g+1)*+ 72152
dP, _ ,_Vr ., _ Vo+i
dt Pz. ?+1 2P3 g+ A1
dp Vo +1 ' D
———i p—> w— ——
dt R*R Q+1
A 2
dpy _ _ (g +14) _ (g+1)-222
drt 3[(9+4)1+11]$/1 5 [(?+4)1+11]5/z
dps .
ac Py,
Optimal Thrust Programme
sinW, = ——P sinW, = Ps
1 v Fil+ FSI : Wlf%}'* F%?" F%?‘ (8)
Cos Y, = P> Cosy = —VPi+pd

s T Vet R

Explicit Guidance

Matrix for up-dating adjoint variables Dy

- — r ) e - -
deo 9g 9g 23 o3 9% dp,
9p P, 9p, 9Ps 3T
IV, oV 2V 3V oV,
d . o C ZYe ) 9Ve
Ve °p, . 0P, op, oPg ot dp3
oV v AV AV 9V,
do |= | 9¥r OVr r 9V r Ovr |,
or oR 0P, op, 2Ps 9T de, L®
5z 3z 3z o= 3z |
d = 2z i
- ap‘ aP& apq 395 otT dp5
’Q\l_z vz '_8_2} 8\31. oV .
d\)lJ 3P4 ’apa apq a ps at dl
Implicit Guidance
Matrix for up-dating adjoint variables by
r E r -
dp P, p. 3p, e 0, 4 |
! 9¢ LA OV o1z vy s
oP, 9P, OPs 2P, P,
APs 29 =N v, dz 9V, %
—_— fol 9P, BPk aP:., apl,
dpy| = 3¢ V5 v, oz Do, | dv, (10)
IPs OPs OPs oPs 9Ps '
Ps 3¢ Ow @v vz . e, | |97
ot T 3t 3t 3t
Ldt BEE CION 9, dz v, dv,
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Explicit Guidance

Computation of partial derivatives

test run: ] .
P ] ¢
_|a @ o,
p = |P -1 X(T=20) = \o’r
R z
LPS vlJ
varlation of p,: | o]
b+ 40)] ¢
- Pa o) Y
P=1| p 2 X (T=o) = | Yy
Pa z
| Ps [ Ve)
variation of p, ¢ i | -
P 9
Pa z, \l).:-)
P = |Ps+ap, X(T=o) = |9,
Py z
| Ps | L NV,
. an
vartation of p, : _ . -y A
P, S
-~ P2 3. <)9
B = Py X(T=0)= \?
Py + AP, Z
L Ps J L V|
variation of ps: -
al '} &
Py 1
. Pa 4 Vs
P = Ps .- X (T=0)= \‘:‘;,
P Z
J?s*‘)F%_ LV
desired end condition e o
g o
(tnjection) : i}a e 0
V| = X(T=0) = o)
z o
€
| M | L ©
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Explicit Guidance

Approximated up-dating matrix

e ) i ¢ o I 4 4 § L) 1T 7
o - — Q- -
g-¢ $-9 ¢ -9 : -5 £.0C-0) &0,
AP AP APy APs
e S8 Us%s  OyVe 0r0
o) - 2 \Jg” é_—\' :;“_
\)a - \)e __2:____? = ._.a. .__3...._.6 _— __.2 gl(t = O‘) 8 Pb
av. LPy 8Py LPs
- bede Bl St Bed
" - Vr =\ - V¢
Vel Ve 7T o o =t == {@=9) [-]OR | 2
AP‘ Ap& APL’ APS
1 e A o SN & s
-3 Z-7_ ZT-1 Z-7 -1 foit=o) "
AP, T AP, APy APs yhb= o Ps
e S-Sy oY, b5 5%,
v, Yy NS e I LT < s S A O I e
3 i L. AP AYEEN APy oPs N

Iterative Procedure Applied to Coefficients of
Approximation Attitude Law

Approximation of optimal thrust programme

Ps . .
= =Q05-(_{J1 = Ky + KT

t N
(13)
5% . . .
_— =SLH%= K)J"' Kzz-c
P
Equations of motion
de
T~ Vr
dv,
at -V, + b
NV _ @429, + b(Ky+ KaT)
dt (=] 1 12 (14)
dz _
dat ™
d.t 21
Up-dating matrix
[ .1 [.9¢ R s 1 T..,
As oK Kz © ° ot BKa
3‘\?9 OVs GVa i
A\)a ’ak11 3K17_ (0] (o) at AK“Z
QVr oV, dVr
A\ == . 1
A Vr ’aK“ akﬂ. O O a_c AK:.I ( 5)
27 oL oz
AK
bz © © OKa 9K 9T n
a'\71 3\?;. BVL b
AV. o AT
L Z | i © DKq, AKaz at | L i
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Fig.9 Attitude laws for an explicit, iterative guidance procedure, Euler-Lagrange equations nonlinear,

integration step control: 3 steps
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DETERMINATION ON THE APOLLO TRACKING SHIPS
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SUMMARY

The Apollo Instrumentation Ships (AIS) are used during an
Apollo lunar mission to provide radar and telemetry coverage
during critical mission events that generally cannot be seen by
the land-based portion of the Apollo tracking network. In this
paper we will discuss the tracking and orbit determination
functions of these ships and the instrumentation hardware and
real-time software that support these functions. The general
philosophy and design concepts of the real-time acquisition and
tracking program in use on the AIS is discussed as well as the
procedures that were used to minimize the problems associated
with the development and test phases of the program.

The design and programming effort covered in this paper was
performed by the author and his colleagues while the author was
associated with DBA Systems, Inc., Lanham, Maryland. This
effort was supported by the Goddard Space Flight Center,
Greenbelt, Maryland, under contract NAS 5-9922.
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I. INTRODUCTION

During an Apollo lunar mission the insertion of the spacecraft into earth orbit and subsequent inject-
ion into translunar orbit generally occur out of sight of the radar coverage provided by the land-based
portion of the Apollo tracking network. The Apollo Instrumentation Ships (the USNS Vanguard, USNS Mercury,
and USNS Redstone) were designed and implemented to provide a means for obtaining supplemental radar, and
communication coverage during these critical events. A photograph of the USNS Redstone is given in
Appendix I.

In order to best provide flexible and timely support for an Apollo lunar mission, the radar data is
processed onboard the AIS and real-time orbit determinations obtained. The results are then transmitted to
the Apollo Mission Control Center at the Manned Spacecraft Center in Houston, Texas, where the final
GO/NO-GO decisions for the mission are made. The hardware systems on the AIS which support the radar
tracking and orbit determination functions of the AIS are discussed in Section II. Section III covers the
requirements that the AIS must satisfy during an Apollo mission. Section IV gives an outline of the real-
time acquisition and tracking program used on the AIS. The development and verification of this program
are covered in Section V, and concluding remarks are given in Section VI.

II. HARDWARE SYSTEMS ON THE AIS

The following systems are the major hardware components which pertain to the tracking and orbit
determination functions of the AIS.

A. Tracking System. Two independent radar systems are carried on the AIS, a C-band system and a
Unified S-band system. Both systems measure range, elevation and bearing of the target relative to the
ship. The data rate of these systems is 40 points per second (pps).

B. Ships Position and Attitude Measuring System (SPAMS). The primary source of ship position,
attitude and velocity data is an inertial navigational system. This system measures the latitude and
longitude of the ship, the pitch, heading and roll of the ship, and the north and east components of the
velocity of the ship. In case of fallure of the inertial navigational system, the AIS also carry a gyro-
compass as a backup system for attitude data and an electromagnetic log as a backup system for velocity
data.

A flexure monitor system is also included in SPAMS. This system measures the amount of structural
twisting that the ship experiences between the binnacle of the inertial navigational system and the radar
pedestals. The output of this system consists of three flexure angles for each radar platform.

With the exception of the flexure monitor system, the data rate of SPAMS is 10 pps. The data rate of
the flexure monitor system is 40 pps.

C. Communication System. Communication between the AIS and the Mission Control Center in Houston is
accomplished via a high-speed link using a communications satellite and a low-speed teletype link. Data
transmission to and from the communications satellite uses a separate steerable antenna, the Satcom antenna.

D. Central Data Processing System (CDPS). A simplified block diagram of the CDPS is given in
Figure 1. The major component of the CDPS is a Univac 1230 general purpose computer on which the real-time
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programs are run. The Univac 1230 has a main memory consisting of 32,608 30-bit words with a two micro-
second cycle time and a control memory consisting of 120 30-bit words with a 400 nanosecond cycle time.

In addition to the Univac 1230, the CDPS contains the following devices:

Interface Buffers. The interface buffers provide the hardware interface between the Univac 1230 and
the instrumentation systems of the AIS.

Raw Data Recorder. All data from the interface buffers is simultaneously recorded on one-inch
magnetic tape by the raw data recorder as it is transmitted to the 1230. The raw data recorder also
operates in a playback mode, a most important feature for system testing and check-out.

Discrete Control Panel. The discrete control panel consists of a set of 58 switches. The setting of
these switches provides the primary means of operator control of the real-time program during a mission.

I/0 Console. The I/0 console provides operator control both during real-time and batch mode program
execution. The I/0 console consists of a keyboard and a paper tape reader.

Local Display. Several output devices are used for real-time display of parameters during a mission.
These include a high-speed line printer, plot boards, brush recorders, and digital display windows.

Magnetic Tape Units. Six standard (1/2 inch) magnetic tape units are available for use by the 1230,

III. MISSION REQUIREMENTS

During an Apollo mission, the program which executes on the Univac 1230 is the real-time Acquisition
and Tracking (ACQ/TRK) program. The following items are the major requirements that this program must meet.

A. Pointing Data. Prior to acquisition of the spacecraft by the shipboard radars, acquisition
messages are transmitted to the AIS. These messages are processed in real-time and initial pointing data
is computed for the radar systems. Radar pointing data is also continuously generated after the spacecraft
has been acquired. This provides a means for rapid reacquisition of the spacecraft in the event that target
lock-on is lost for some reason. Radar pointing data is generated at a 40 pps rate.

In addition to the radar pointing data, pointing data must also be generated for the Satcom antenna.
Satcom pointing data is generated at a 10 pps rate.

B. Orbit Determination. Once the target has been acquired and valid tracking data is available,
independent orbit determinations must be made based upon the data from each radar system. When the space-
craft is in powered flight a new pair of orbit determinations must be computed every second. During the
free-flight phases of the mission a new pair of orbit determinations must be computed once every two
seconds.

C. Parameter Computation. Flight dynamic and mission status parameters must be computed and updated
for output to local display devices during all phases of the mission. The output rate requirements for
these devices vary, with a maximum rate of 10 pps for the plot boards and brush recorders.

D. Data Transmission. Data is reformatted and transmitted to the Mission Control Center at Houston
at a rate of two messages per second via the high-speed Satcom link and at a rate of one message every six
seconds via the teletype link.

It is the responsibility of the ACQ/TRK program to insure that the above mission requirements are met.
The logic of the ACQ/TRK program is covered in the following section.

Iv. THE ACQ/TRK PROGRAM

The ACQ/TRK program consists of three major components: the Master Executive Module (MEM), the Real-
Time Executive Monitor (RTEM), and the ACQ/TRK task agenda, MEM is the master control module for the ACQ/
TRK program. When operating in real-time mode, the primary task of MEM is to process external interrupts
and perform I/0 operations on the standard 1230 peripheral equipment (the magnetic tape units, the line
printer, and the I/O console). The major role of MEM, and the reason why these I/0 functions are included
at this level, is to serve as the overall system monitor, in batch mode as well as real-time mode. This
aspect of MEM is covered in Section V.

The requirements that the ACQ/TRK program must satisfy, as outlined in Section III, are all cyclic in
nature with a minimum cycle time of 25 milliseconds. That is to say, certain tasks, such as the outputting
of radar pointing data, must be performed at a 40 pps rate, i.e., once every 25 milliseconds. A second set
of tasks must be performed once every 100 milliseconds, another set once every 500 milliseconds, and so
forth. The cyclic nature of the various tasks, together with the differences in cycle times (from 25
milliseconds to 6 seconds) led to the development of a multilevel task oriented processor which would
permit the more frequently executed tasks to interrupt the execution of those tasks that are performed less
frequently.

The allocation of processing time to the various tasks is controlled in RTEM by the task processor.
This processor operates on a task agenda which consists of the coding for the tasks and a control block
which specifies the frequency requirements for the various tasks in the agenda.

The basic philosophy of the task processor is illustrated in Figure 2. In this example the agenda
consists of a 25 millisecond task (a task that must be executed once every 25 milliseconds), a 50 milli-
second task and a 100 millisecond task. The basic cycle time of a task agenda is the cycle time of the
most frequently executed task. All other tasks must have a cycle time that is an integer multiple of the
bdasic cycle time.
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50 ms

FIGURE 2

The operation of the task processor is as follows. Starting at time zero the 25 millisecond task
is executed to completion. The remaining time of this 25 millisecond cycle is then allocated by the task
processor to the processing of the 50 millisecond task. At the end of the first 25 millisecond cycle, the
execution of the 50 millisecond task is interrupted, and the 25 millisecond task is again executed to
completion. At this time the processing of the 50 millisecond task is continued from the point of inter-
ruption. The processing of the 100 millisecond task is not started until the 50 millisecond task has
executed to completion.

The task processor continues to function in the above fashion until the 100 millisecond task has
executed to completion. At the start of the next 25 millisecond cycle, the processing of the agenda is
initiated again starting at the beginning. Thus, every 100 milliseconds the 25 millisecond task is ]
executed 4 times, the 50 millisecond task is executed twice and the 100 millisecond task is executed once.
It is the programmer's responsibility to insure that the total time required for processing this agenda
takes less than 100 milliseconds.

In addition to task processing, RTEM also provides interrupt handling for the real-time ‘data
sources. All data from the real-time sources are treated as free running asynchronous inputs by RTEM.
In other words, whenever an external data ready interrupt is received by the 1230 from the interface
buffers RTEM will interrupt the task processor and initiate data transfer from the interface buffer to
an internal core buffer in the 1230. Once this data transfer has been initiated, control is returned to
the task processor. The data transfer itself then occurs in parallel with the agenda processing by the
task processor. All input areas in core are double buffered in the sense that one set of input data is
processed by the ACQ/TRK agenda while a new set of data is being brought into the 1230 by the interrupt
processor of RTEM. 1In actual fact then, even though MEM is the master executive for the system, RTEM
provides primary program control during real-time execution.

The ACQ/TRK task agenda consists of six task levels: 25 millisecond, 100 millisecond, 500 milli-

second, 1 second, 2 second, and 6 second. A simplified flow chart of these tasks is given in Figure 3.
The paragraph numbers in the flow chart commentary below correspond to the numbers in the figure.

25 Millisecond Task

1. The radar designate data is computed in the 100 millisecond task and is interpolated to a 40 pps
rate in the 25 millisecond task. The interpolated data is then scaled and formatted, and output to the
interface buffers is initiated.

2. A log tape of all data input is written on a standard tape unit by the ACQ/TRK program. This
tape is completely independent of the raw data recorder tape. As discussed in the next section, the log
tape also plays an important role in the check-out phase of the program.

100 Millisecond Task

1. Although the input data rate from the radar and flexure monitor systems is 40 pps, it is util-
ized at a 10 pps rate by the ACQ/TRK program. All input data is scaled, formatted and edited to eliminate
bad data points at this time.
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After the data from each source has been edited it 1s passed through a least squares polynomial
smoothing filter. This filter takes one second of edited data (11 data points) and outputs a single
smoothed result. Thus, the 10 pps input data rate has been compressed to an output data rate of 1 pps.

Finally, validity flags are set which indicate to the orbit determination routines whether the
current input vector should be included in the orbit determination.

2. The C-band feed forward process consists of predicting the attitude of the ship ahead in time
and computing a modified error signal for the C-band antenna servo system. The purpose of this is to
prevent an-undue amount of error in the C-band data due to servo lag. Because of different servo
mechanisms, the S-band antenna does not require this procedure.

3. Designate data for the Satcom antenna is computed and outputted at a 10 pps rate.

4. The radar designate data is computed here. This data is based upon either the current best
estimate of target position or an acquisition message.

5. The switch settings of the discrete control panel are sampled every 100 milliseconds in order to
provide rapid program response to operator input.

500 Millisecond Task '

1. The data for high-speed transmission is formatted and data transmission is initiated. Each
message contains the most recent orbit determination vectors together with appropriate control information.

2. The I/0 console is monitored twice a second for real-time input from the I/O console.

1 Second Task

l. Acquisition messages are processed at this time to obtain an estimate of when the spacecraft will
appear on the local horizon and its coordinates at that time. This data is used by the 100 millisecond
task to generate radar designate data. After the target has been acquired, reacquisition designate data

is based on the most recent estimate of target position.

2. The powered flight orbit determinations are computed at this time. The algorithm for obtaining
these determinations is given in Appendix II.
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3. The mission parameters for local display are computed after the orbit determinations have been
obtained. '

2 Second Task

1. The algorithm for obtaining orbit determinations during free-flight is also given in Appendix II.
After the orbit determinations have been obtained, the free-flight mission parameters for local display are
computed. :

6 Second Task

1. The low-speed message is formatted and transmission is initiated. This message contains only one
position vector of the spacecraft (either C-band or S-band, under operator control) and no velocity data.

V. PROGRAM DEVELOPMENT AND CHECK-QUT

The development and test phases of the ACQ/TRK program were greatly facilitated by the use of a con-
solidated software system approach. The goal of this approach was to develop a unified operating system
that would have: (1) a batch processing system for program development and initial testing; (2) an agenda
preparation system for generating real-time agendas; and (3) a real-time operating system.

The components of the resulting system and their relationships are shown in Figure 4. The primary
task of the Master Executive Module is to serve as a system bootstrap for loading in subexecutive systems.
MEM also-contains the I/O procedures for the standard 1230 peripheral equipment. Thus, these procedures
are available to all subexecutives in the system. .

BATCH
AGPREP PROCESSING RTEM
SYSTEM :

i L

I 1

FORTRAN
COMPILER

ASSEMBLER

FIGURE 4

The batch operating system was government furnished. It contains a FORTRAN compiler and an assembly
language processor together with an operating system for batch processing. The system was modified
slightly so that it would run under the control of MEM. This system permits the 1230 to assemble, compile,
and execute programs as in any typical batch operational environment.

AGPREP prepares real-time agendas that will be run by the task processor of RTEM. The input to AGPREP
consists of a set of object programs. These programs are linked together by AGPREP into one module which
also contains the necessary task control information. The resulting agenda is stored on a system agenda
tape. Several other agendas may be stored on the same agenda tape.

As previously mentioned, RTEM is the executive program for real-time operation. After RTEM has been
loaded into core by MEM, it selects the requested agenda from the system agenda tape and loads it into
core. After the agenda has been loaded, control is transferred to the task processor section of RTEM and
real-time execution of the agenda is begun.

In addition to the obvious advantages of working under a unified system rather than several disjoint
systems, the above approach offers a great deal of operational flexibility. In particular, program modifi-
cations can be speedily implemented and a new agenda created with a minimum of delay. This proved extremely
useful in modifying the ACQ/TRK agenda whenever changes to the real-time system operational requirements
occurred.

A few words about the use of the FORTRAN language in the ACQ/TRK program perhaps are now in order.
Since a 25 millisecond task in an agenda executes forty times every second, it is evident that execution
time considerations are much more crucial for this task than for a 1 second task. The 1 second task,
however, may very well be suitable for FORTRAN programming. In the ACQ/TRK program all of the mathematical
algorithms associated with orbit determination, acquisition message processing and radar designation in the
1 and 2 second tasks are written in FORTRAN. In total, almost fifty percent of the final version of the
program was written in FORTRAN, The results of timing tests indicated that .l and .5 seconds, respectively,



are required to perform the orbit determination calculations in powered flight and free-flight. This
easily satisfied the overall timing requirements for this portion of the agenda. The use of FORTRAN
greatly enhanced both the development and test phases of the ACQ/TRK program, and its use imposed no
severe penalties in execution time or storage requirements.

The development and preliminary testing of the ACQ/TRK program was carried out on a government
furnished Univac 1230 test facility identical to the 1230 installations on the AIS. The testing and
validation of the ACQ/TRK program was conducted in several phases. First, the FORTRAN analysis programs
were developed and tested in batch mode. A simulation program was written which duplicated the inputs
that these programs receive in real-time, and it was possible to completely test the logic of these
programs in batch mode. While this test phase was in process, other tasks were tested by means of the log
tape. As an example, a log tape was read by a special 100 millisecond test program and the logic of this
task tested in a simulated environment.

The most important phase of the validation process at the test facility was a complete real-time
simulation using raw data tapes and a buffer simulator. The buffer simulator is a special hardware device
which duplicates at the test facility the operation of the interface buffers. During a buffer simulator
test a raw data tape is played back at the same speed at which it was recorded. The buffer simulator
decodes the data on the tape and fills a complete set of interface buffers with this data. These buffers
then generate interrupts in the 1230 in the same fashion as the actual interface buffers on the AIS. Thus,
a very close reconstruction of the actual events of a mission can be obtained at the test facility. The
buffer simulator also has a copy of the discrete control panel so that it is possible to test the reaction
of the ACQ/TRK program to any operator intervention. The use of the buffer simulator permitted a very
thorough testing of the ACQ/TRK program before the program was taken to the ships for final integration
and testing.

The buffer simulator continues to play a very important role in the maintenance of the ACQ/TRK program
and the AIS hardware. Whenever anomalies occur during a mission or a sea trial, the raw data tape can be
used to recreate the problem conditions at the test facility, and an analysis performed to determine the
cause of the anomaly. In addition, the raw data tape can be played back onboard the AIS so that testing
and analysis can be done there. Finally, since the operating system contains all the system subexecutives,
changes to the software program can also be made on the ships. This is particularly useful when a hardware
anomaly occurs, and it is expedient to make a temporary program patch to accommodate the anomaly.

VI. CONCLUDING REMARKS

The system approach outlined above resulted in the on-time completion of the ACQ/TRK program. The
final version of the ACQ/TRK program has been used on the ships beginning with the AS-205 Apollo mission.
The program has performed without malfunction or anomaly during all real-time mission support. In
particular, the Apollo lunar landing missions, Apollo 1l and 12, were successfully supported. All three
Apollo Instrumentation Ships provided support for the Apollo 11 mission. Due to the reliability and
accuracy of the navigational equipment onboard the Apollo spacecraft, and as an economy measure, the USNS
Vanguard alone supported the Apollo 12 mission. The role of the Vanguard is to provide support during in-
sertion of the spacecraft into near-earth orbit. The Vanguard will continue to provide this support for
the succeeding Apollo missions.
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APPENDIX I

The Apollo Instrumentation Ship USNS Redstone.
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APPENDIX II

A. Powered Flight Orbit Determination

The input to the powered flight orbit determination program consists of the smoothed data points from
the 100 millisecond task. The following input data is received each second:

i) range, elevation and bearing of the target from the C-band antenna,

11) range, elevation and bearing of the target from the S-band antenna,

111) the three flexure angles for the C-band antenna,

iv) the three flexure angles for the S-band antenna,

v) roll, pitch and heading of the ship,

vi) 1latitude and longitude of the ship,

vil) the time of the measurement set.

The orbit determination procedures for C-band data and S-band data are identical. The following is
an outline of the orbit determination algorithm using C-band data. The position vector of the spacecraft
in inertial coordinates is obtained by first transforming the C-band REB vector to cartesian coordinates
in a coordinate system centered at the radar pedestal. Next, this xyz vector is rotated through the C-band
flexure angles and translated to a deck cartesian system centered at the inertial binnacle. This vector is
then rotated through the pitch, heading and roll angles into a coordinate system that 1s also centered at
the inertial binnacle but has its xy plane tangent to the earth. Finally, this vector is rotated through
the latitude and longitude of the ship and the rotation of the earth is taken into account. The resulting
vector gives the position of the spacecraft in an earth-centered inertial cartesian system.

The most recent 11 inertial position vectors are passed through a second order least squares polynomial

filter. This filter is then evaluated and differentiated at the mid-point of the data span. The resulting
position and velocity vector is the estimate of the orbit of the spacecraft during powered flight.

B. Free-Flight Orbit Determination

The input data set to the free-flight orbit determination algorithm is identical to the input given
in A above. However, a substantially more complex algorithm i1s used to estimate the orbit of the space-
craft in free-flight than in powered flight. The reason for this is that under normal conditions GO/NO-GO
decisions for the near-earth portions of an Apollo mission are based on free-flight rather than powered
flight data.

During free-flight, a modified form of a Kalman filter is used to obtain orbit determinations of the
spacecraft. As in powered flight, an identical procedure is used for both C-band data and S-band data.
The modification to the Kalman filter consists of the addition of an age weighting parameter to the filter.
The purpose of this parameter is to have the filter place more weight on recent data and less weight on
older data. The classical Kalman filter places equal weight on all data. However, since the orbit deter-
mination problem is a nonlinear problem, the linearizations involved in the Kalman filter make it desirable
to deweight older data. A complete discussion of the actual equations of the modified Kalman filter may be
found in the paper "A Real-Time Kalman Filter for the Apollo Tracking Ships", by F. C. Johnson, presented
at The Seventh Semi-Annual Astrodynamics Conference, Goddard Space Flight Center, April, 1968.
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SUMMARY

In introducing the management type of digital oomputer into aircraft, there are
two important interfaces to consider; that between the man and the computer and that
between the airoraft system and the computer.

The most versatile means of communication between the man and the computer
available at present is the Cathode Ray Tube or ort in association with a Programmed
Function Keyboard or pfke.

The ert display may use oursive, alpha-numeric, plctorial and TV types of
presentation and this enables all the conventional display formats, together with
interesting new ones, to be presented as required on the crt by selection on the pfk.

The pfk is a multi-function keyboard which is linked to the computer in such a
way that the function of each key and the label associated with it, changes according
to the mode selected. These keys enable, for example; the appropriate format to be
selected, or the answers to a number of standard questions to be displayed, or data
to be inserted into the computer using the keyboard as & typewriter and the ort to
verify the data before insertion,

The information being processed in the management computer originates in sensors
in various parts of the airoraft and may be in one of many analogue or digital forms.
This paper briefly discusses the conversion of signals into a common digital form and
their transmission by time division multiplexing along either a wire cable or a 'fibre
optic cable'.,

The final section of the paper briefly describes how a Comet 4 aircraft has been
fitted out as a flying laboratory at the RAE, and desoribes the part this aircraft
will play in the evaluation and further development of the techniques discussed.
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1e INTRODUCTION

Airborne general purpose digital computers have reached a stage of development where they surpass
analogue devices on four major counts - accuracy, flexibility, versatility and religbility. Consequently,
they are being used to a greater extent in modern aircraft, both civil and military. However, most of
the existing sensors and users of sensor data are essentially analogus in function and therefore present
interface problems when working with a digital computer. The aircrew themselves are major users of data
and the interface between the computer and the crew is the subject of a great deal of research and
development at the present time,

2. ATRCRAFT SYSTEMS/COMPUTER INTERFACE

Computers suitable for the management role have binary words of at least 16 bit and usually 18
or 24 bit lengths and therefore, in principle, quantities can be represented to at least 0,002 per ocent.
This is much more acocuracy than is needed for a representation of analogue quantities where O.1 per cent
is ample for most purposes, and there are a number of digital to analogue and analogue to digital
conversion methods which are capable of this accuracy. For economic and logistical reasons, computers
tend to be built in modular form. For example, the processor, which is common to all versions of the
computer, and the input/output unit which itself may be modular but is special to a given application,
This latter unit will contain the requisite number of A to D, D to A synchro to digital converters,
etc, and the logic circuitry necessary to pass the digital data, suitably labelled and time sequenced,
along a common digital highway to and from this processor. Even when the original data is in digital
form an interface is required to oconvert the data to the correct logic levels and to time sequence it
into the computer processor. In this case, the interface is much simpler and where only digital
information is to be handled may be incorporated into the same unit as the processor. This 1s therefore
one incentive to produce the original deta in digital form, another one being the inherent advantages
of digitally processing the raw sensor data, mentioned earlier. On the output side, ac or dec voltages
or synchro~type signals can be provided to operate conventional ingtruments, though if a numerie
instrument is satisfactory it is more economic to provide & binary coded decimal or bed ocutput to drive
such a display.

A management computer, receives data from and transmits data to a number of sensors, other
computers, displays, etc in various parts of the airocraft with all the attendant problems of cable
weight, integrity of circuits, etcs Techniques are being investigated which should reduce these
problems. A digital computer is essentially a time sharing device; the parts of the program are
performed in sequence using the same bits of hardware over and over again. This is only possible
because of the very high speed at which calculations are performed. Thus, although the output
representing a given parameter is only up~-dated once per program cycle this occurs so frequently that
for most practical purposes the output is continuous. This same principle of time sharing which is used
for handling data within the computer can also be extended to the digital transmission of date from
point to point within the aircraft. The data transmission cables can be time shared with a consequent
saving in cable weight., The number of signals that can be transmitted down one cable 1s only limited
by the bit rate and the frequency of up-dating required. There are many aspects which will have to be
thoroughly investigated before such multiplexing is adopted on any wide scale. For example, (a) the
necessary electronics will have to be carefully miniaturised otherwise the weight saving, due to the
fewer cables required, could easily be swallowed up by the weight of the boxes required at each end for
coding and decoding the signals; (b) the data highway could be either in the form of & ring main,

‘linking all the data sources and sinks to the computer or a network connecting each source or sink
individually to the computer. The ring main has the advantage of being readily extended to include
more sensors, but may introduce a risk of common mode failure. Radial connection is less flexible but
the integrity problem is not so great.

An interesting development on which a number of UK gompanies are working is the use of a fibre
optic data transmission link in place of conventional wires. This idea has several attractive features;
the information is transmitted along the glass fibre cables as pulses of light and is therefore
unaffected by electrical interference radiated by other equipment, and at the same time gives good
electrical isolation between the equipment and each end of the link. The bandwidth and hence the bit
rate and the number of data channels available can be increased considerably without danger of
radiating interference which is what limits the pulse rate on conventional cables. There are technical
problems to be solved in areas such as the mechanical construction of the fibre optic link, the coding
and decoding units and the light transducers at each end, but the advantages mentioned make this
development well worth pursuing.

If digital date transmission within the aircraft to a standard code were adopted this should
mean that sensors and receptors at each end of a digital link could be changed without rewiring the
aircraft., This could be particularly valuable for military aircraft where the role of a given airframe
and therefore its avionics fit may change considerably during its life, but it also affects all airoraft
during the development phase when.it is so difficult to define the wiring. It iz much easier to change
a few address cards than to modify the cable loom,

3.  ATRCREW/COMPUTER INTERPACE

The widespread use of digital computers in aircraft can, if properly engineered, reduce the work-
load of the crew considerably. In civil alrcraft, -this could mean that fewer orew members are required
or, at least, that the crew that are required need less expensive training. In military aircraft, the
crew should be able to undertake more complex tasks more efficiently. However, man still has a number
of distinot advantages over the best and most carefully progremmed computer. Although the machine is
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more accurate and handles data more quickly, man has the ability to respond to a wide variety of stimuli,
recall large amounts of data and cope with unexpected situations better than the machine and this must
be taken full account of as systems become progressively more automated.

.The computer is capable of performing quickly and accurately all the necessary routine
calculations and processing the data into the most convenient form for use by the crew, but it must then
be displayed in some clear, unambiguous manner. Some quantities are better displayed pictorially or
diagrammatically and others mumerically. A topographical display, which is fitted to a number of
militaery aircraft, is an example of a pictorial presentation. In the type which was developed at the
RAE, a projected image of a map or chart 1s driven from navigation information, such that the position
of an aircraft symbol on the map image represents the aircraft position relative to the ground. The
crew are thus aware of their position relative to the surrounding terrain and, if a computer driven
track line is also superimposed, can examine terrain features that lie ahead. If the topographical
display is driven by position information supplied by a digital computer and also the map co-ordinates
are transmitted back to the computer from the display, the displsay can be opersted in "closed loop" and
this brings other advantages. For example, the co-ordinates of the way points and fixed points stored
as part of the flight plan can be checked by allowing the display to set itself to_each one in turn.
Similarly, the co-ordinates of additional points can be inserted into the computer by driving the map
to the selected point. This is a quick way of inserting the co-ordinates of a target of opportunity
or of a visual fix. '

However, there are many other pleces of information to display, which are not appropriate to the
topographical display and for these the most versatile ingtrument, at the present time, is the cathode
ray tube or crt display (1). When a ort is driven from a digital computer it is capable of showing, by
goftware changes only, an almost infinite variety of formats both alpha-mumeric and diagrammatic, and
somé tubes can also show TV-type pictures either separately or superimposed /on the alpha-numeric
information. Thus, it 1s possible to replace most, if not all, of the clutter of instruments in present
day cockplits by a few time shared crt displays and to present the crew with suitably processed data for
immediate use. However, little would be gained by exchanging a multitude of separate instruments for
one crt and a multitude of selector switches and so, again, there is the opportunity for time sharing
the switches in gome form of multi-function keyboard. At the RAE we are experimenting with various
types of crt display and multi-function keyboard and Figs 1-10 illustrate some of the arrangements
being tried. Essentially, the multi-function keyboard of mfk (sometimes called a programmed function
keyboard or pfk) is linked to the computer in such a way that the function of each key and the label
associated with it changes according to the mode selected. In Fig 1, one experimental model which has
been flight tested is shown. Twelve of the buttons can each have one of eleven different functions,
making available 132 individually identifiable switch functions in a panel about 5 inches x 6 inches.
The remaining switches are of more frequent use and have a fixed function. In the model illustrated,
the illuminated switoch labels above each button are of the digital in-line type, which use miniature
lamps and projected film imagese. We hope that these will eventually be replaced by small addressable
6 to 10 letter matrix labels using either electroluminescent, plasma, or liquid crystal techniques.

. One other method, which is already widespread, uses part of the crt face itself for displaying
the labels and the "switches" take the form of pieces of wire on the face of the tube below the label -
a touch-wire system. When the wire is touched by the finger, the action indicated by the label above
it is initiated. This method is not favoured for aircraft use, where gloves are normally worm.
However, RAE are experimenting with labels written on the face of the tube in association with an
adjacent row of miniature push-buttons - Fig 2, In this figure there are twelve such buttons shown
below an 8% inch diagonal crt, on which en-route waypoints are dlsplayed' 'Set Numbers' has been
selected and the twelve buttons are associated with numbers 0 to 9; 'clear' and 'minus'e. If more space
were available it would be preferable to have 14 or 15 multi-label buttons so that 'NSEW' could be
included with O to 9 and in addition the complete alphabet would need only two sets of labels. The
15 fixed or dual function keys could then be reduced to 12,

Most, if not all, instrument scanning is to determine either whether a parameter is between
certain 1limits or whether its rate of change is between certain limits. Both these decisions are
ideally suited to the logic of a digital computer. Only if values are outside these limits do the
crew need to know their actual values. They could then be displayed automatically and’' the crew
alerted. However, there is danger in this philosophy if carried to extremes. One problem is to be
sure that the right information is presented to the man in a form to which he can react quickly in an
emergency., A second problem is to retain the man's confidence that all is well when it is. It is no
good saying nothing until something goes wrong - the man would probably be asleep by then anyway - his
attention must be retained and this is difficult if he normally has nothing to do. This brings us to
the idea of display modes. These are display formats which keep the crew appraised of the total flight
situation at each phase of the flight and their use can be illustrated with reference to the display
of navigation information. We divide a typical flight into a number of phases; some of which are

- 11lustrated in Figs 2-10. In Figure 2, the mode selected is 'en-route waypoints' and in this mode the
keyboard has been arranged so that it can be used as a numerical typewriter for the insertion of revised
information into the table of co~ordinates. If now the 'Modes' button is pressed, a selection of
functions become available as shown in Figure 3 along the bottom edge of the crt. The abbreviations
taken from left to right stand for: Before take off and Climb; Navigate; Descent; Howgozit (Fuel,
Range); Bn-route Waypolnts; Tactical Waypoints; Weather Report; Weather Radar, In Figure 3
"Tactical waypoints" has been gselected and the crt shows a list of the co-ordinates of the waypointa
that have besn fed into the computer as part of the flight plan; this display also shows estimated
fuel and estimated time of arrival. Figures 2 and 3 both show information which would be stored in
the computer as part of the flight plan. A further piece of information which would be particularly
appropriate to a supersonic transport is an estimate of the optimum climb profile determined by the
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computer from a knowledge of weather conditions, weight of aircraft, etc. Figure L suggests how this
might be displayed diagrammatically. The full curve is the optimum height versus distance profile for
the predicted temperature and the dotted curves, on either side, indicate the variation appropriate to
a departure of plus or minus 5 degrees from this., If now for some reason this profile is not acceptable
to Air Traffic Control, the restrictions of height and time which they would like to impose can be
typed into the computer via the keyboard into the box below the graph. In the example the restrictions
are, "Pass through Way Point 1 at flight level 320, (ie at 32,000 ft), three mimutes later than the
original flight plan", When the 'Restrict' button is pressed the computer then comes back with a
display (Figure 5) which shows that the pilot should level out at flight level 220 until he is within
62 miles of Way Point 1 and then resume normal climb in order to meet these restrictions. If now, this
new climb profile is acceptable to both Air Traffic Control and the pilot it can be entered into the
computer by pressing the 'Insert' button. This can now be used as a dynamic display, showing the
progress of the flight along this profile. The small airoraft symbol on the left of the display can
be made to follow the actual height profile as time progresses so that the pilot can see whether or not
he is succeeding in keeping to the planned profile.

It is possible to produce a display for use during the coruise phase of flying which resembles
very closely the conventional horizontel situation indicator but Figure 6 shows an alternative that
may be used. This display gives, both numerically and diagrammatically, an indication of the aircraft
across track error and track angle error; ground speed and drift; oco-ordinates of the next stage
point - No 3; the expected time of arrival at that stage point and the distance to go in nautical
miles. This is of course just one of many possible ways of conveying the same information. On this
figure the switch labels have changed to indicate a further range of facilities that are available
during the cruise phase of the flight. They are, Navigate (which is Figure 6); Fix (illustrated in
Figure 7); Attack; Vertical Navigation; Write (for typing up messages for storege or transmission)j
Print (for making a hard copy of messages transmitted or received); Divert (illustrated in Figure 8).
The next figure - Figure 7 = is the 'Fix' display and shows in both numerical form and diagrammstic
form the present position, as determined by the various navigation sensors on board this aircraft.
This is a particularly well equipped aircraft with an inertial navigator, an alternative dead reckoning
system and short range and long range radio navigation aids. There is also the facility for inserting
a manual or map fix as indicated by 'MF' and by the lower set of lat long figures. The pilot has chosen
to use the information from the inertial navigator to feed to the autopilot and the position as
determined by this sensor is represented by the aircraft symbol in the centre of the circle. The
differences between the positions as determined by the other sensors and the inertial navigator are
shown in tabular form on the left and in diagrammatic form in the circle of 10 nautical miles diameter.
This diagrsm enables the pilot to see at a glance whether there are any serious discrepancies between
the four or five versions of present position., Figure 8 is the 'Diversion' format and shows the fuel
margin that the pilot has for reaching either his destination or one of the three alternative diversions.
It also indicates the change of track that will be necessary to reach each of these alternatives.
Figures 9 and 10 1llustrate the 'Howgogzit' mode and show an airline pilot's suggestion of an alternative
way of showing much the same information as Figure 8, This is a dynamic display continuously plotting
fuel remaining against distance and predicting range on the basis of present fuel consumption rate.
The letters along the horizontal axis represent the destination (D) and en-route (E1 E2) and arrival
A, A2, A3) alternatives etc. Figure 9 shows the predicted performance if the flight continues as
planned at supersonic speed, whereas the dotted line in Figure 10 predicts what would happen if the
flight haed to be continued at subsonic speedo The display shows that in this case there would not be
enough fuel to reach alternative No 3,

As well as showing how the details of individual mode formats might be arranged, Figures 1-10
illustrate two more general points:

as The versatility and flexibility of the crt display when used in conjunction with a digital
computer.

be The way that the multi-function keyboerd and crt display facilitate two-way communication
between the crew and the computer.

These illustrations have all been of the cursive writing type of ort displaying navigation type
information., These can also be used to replace many other types of instruments such as engine instruments
and fuel gauges and if the ability to operste in the TV raster mode is included the acope is even wider.
A TV picture of the outside world might assist in landing and texying and Boeing have oarried out some
experiments in this area. At RAE we are experimenting with the TV presentation of maps or charts; a
picture being relayed to the cockpit display by closed circuit TV from a modified topographical display
ingtalled in the equipment bay. This idea again, economises on valuable instrument panel space in the
cockpit.

4e EXPERIMENTAL PROGRAMME

In a ocurrent RAE Navigation Systems Bxercise, examples of all the types of navigation aid
currently in use are installed in a Comet aircraft and made available for combination into any hybrid
system (2). The outputs from all the sensors are fed into a central computer (using in some cases
experimental multiplexing techniques) so that new systems may be configured by software changes only.

In the preliminary experiments in the Comet 2 aircraft, ocutputs from Doppler and compass and
inertial navigator, Decoa navigetor, Omega navigator, VOR and TACAN have been prooessed in an Argus 400
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computer, recorded on punched paper tape, magnetic tape or teleprinter and outputs provided to drive a
topographical display and a crt display. Thias work will be continued and extended in the Comet 4
alrcraft which has been specially refitted for the purpose. In the first place the displays' experiments
will be confined to the cabin of the airoraft but provision has also been made for the fitting of two
head-down and two head-up crt displays in the cockpit in the second pilot's position. Laboratory work
continues on displays formats and techniques, multifunction keyboards, high speed ort printers, and

computer software for integrated systems.
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SUMMARY

The use of computers in aided navigation systems to make optimum
estimates of the systems state or to perform the coordinate transfor-
mation function in strapdown systems, involves the evaluation of complex
computer software in the test process: Two approaches are being used
for this purpose, In the first, the evaluation is based on the analysis of
the recorded test outputs of the systems computer. In the second, re-
corded or reconstructed subsystems test outputs are input to a ground-
based computer and used to '"re-run'' the test as frequently as desired
with a variety of computer algorithms. In this way, optimization of the
algorithm under actual test conditions can be achieved efficiently.
Examples are given for both approaches and the digital test data
collection process is described.
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THE TESTING OF COMPUTER-EQUIPPED
GUIDANCE AND NAVIGATION SYSTEMS

Martin G. Jaenke

I. INTRODUCTION

Computers have always been an integral part of inertial navigation and guidance systems. In
addition to computing velocity and position from the indicated acceleration, they determine com-
mands for platform stabilization, and signals to compensate for deterministic errors. Besides
these quantities, which are a prerequisite to the functioning of the inertial unit, they compute the
information necessary to implement the guidance concept of the vehicle and the resulting control
commands.

Originally, these basic functions were performed by analog computers. However, digital
computers have been increasingly employed and their inherent accuracy has contributed signifi-
cantly to the remarkable performance improvement of inertial systems during the last two decades,
Now, digital technology has developed explosively during the last few years, leading to computer
performance characteristics in terms of size, speed, reliability and cost which go far beyond what
could have been reasonably expected even 10 years ago. The availability of computers of small
size, high speed and capacity, and high reliability makes it possible not only to perform a large
variety of avionics and astrionics functions, checkout, self-test and other general vehicle tasks,
but also provides basically new features which lead to significant improvements of the inertial sys-
tem. These features and their implications with respect to inertial systems testing are the topic
of this paper.

o

The features of primary concern which will be discussed are two-fold:

The first is the capability, provided by the computer, to make in real time optimum estimates
of the true values of the quantities of interest, namely the position, velocity and heading of the
guided vehicle. This estimation process makes optimum use of all information sources which are
available, Besides using the outputs of the inertial unit itself, it incorporates measurements
derived from Doppler radar and position fix devices such as Loran or Navigation Satellites. In
combining these information sources, the process continually accounts and compensates for all
known deterministic and correlated random errors and it weighs the contribution of each infor-
mation source in accordance with the best knowledge of its statistical uncertainty. Thus, the
process achieves results which are better than those obtainable from a mere superposition of the
various measurements. In this way, the computation process reduces the performance requirements
on actual physical hardware, a factor which is of economical significance. The process is well
known as '"Kalman Filtering' and will be referred to as such in this paper.

The other improvement made possible by increased computer capacity, reliability and speed is
strapdown technology. Again, the computational process of transforming the accelerometer outputs
into another defined coordinate system in accordance with observed gyro outputs replaces mechani-
cal hardware, in this case the gimballed platform. Thus, a definite advantage in systems size,
initial cost and maintainability is realized. While the shortcomings of strapdown systems are fully
recognized, this advantage is significant enough to reserve an important place in future inertial
technology for strapdown systems.

In both the Kalman Filter and strapdown system algorithm areas, the computer software is
immensely more complex than in the conventional computer application for inertial gimballed
systems. In both cases, the analyst-programmer must have an intimate knowledge of the environ-
ment in which the inertial system will have to operate and needs a thorough understanding of the
influence of this environment on the errors of the system. However, this knowledge and under-
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- standing can never be perfect and it must be backed up by test results to avoid erroneous conclu-
sions. Thus evolves a new aspect for the testing of such systems. That is the necessity to
evaluate computer software. Here, besides ''debugging'' the program, the purpose is to determine
whether the assumptions made with respect to the structure of the operational environment and its
effects on the systems errors were correct and comprehensive. Furthermore, it must be deter-
mined whether these effects are considered in the program in an optimum way and, if not, corres-
ponding improvements must be made. Thus, the test process becomes a part of the development
process. Since software can be changed much easier than hardware, it can be seen that the trans-
fer of systems tasks from the mechanical hardware to the computer software contributes to the
flexibility and adaptability of the system.

To meet these test goals, the test environment must be identical to, or if this is not possible
for practical reasons, as similar as possible to the operational environment for which the system
under test is being developed. This requirement lends new and increased emphasis to the ''opera-
tional" test procedures which are available at Holloman AFB. These are the tests performed in
aircraft such as the C-130 or similar test beds on aircraft navigation systems, and the sled tests
on the Holloman High-Speed Track, performed on missile guidance systems. Both techniques are
well established and have been used successfully for many years.

Aircraft testing provides a wide variety of test trajectories which are flown over the White
Sands Missile Range and its vicinity and use its precision radars as reference instrumentation.
They are designed to exercise specific error terms. A prominent example is a SE-NW trajectory
with turn-arounds every 42 minutes, designed to excite the Schuler cycle and coupling terms. In
addition, long-range transcontinental trajectories are used which are specifically designed for the
testing of aided navigation systems. Such trajectories which are presently in use and in preparation
are shown in Fig., 1. They use existing range instrumentation on Government ranges to the widest
extent possible and provide a large number of precisely surveyed check points for reference and
position updating purposes. Besides providing long-range E-W, N-S and 45° flight paths, they include
instrumented over-water flights to determine Doppler radar error due to ocean surface motions.
And they extend into areas of the eastern United States where Loran coverage is available to evaluate
aided inertial navigation systems which use Loran for position updating.

To reduce the cost of an operational test program for aircraft navigation systems, a van test
capability has been established. Such a test van is essentially a moving laboratory which provides
the means to check out and ''debug'' a system under moving conditions before it is submitted to the
relatively expensive tests in aircraft. The van provides a substitute for Doppler radar in the form
of a fifth wheel which very accurately measures the velocity of the vehicle and provides information
which can be used for velocity updating of the system under test. Position updating is achieved by
. accurately surveyed check points along the route the van is taking. Thus, by a flexible combination
of pre-flight bench tests, van and aircraft tests, highly meaningful and cost effective operational
test programs for aircraft navigation systems can be performed. (1}

Another method of operational testing, the Holloman high-speed, precision test track, is used
extensively for the testing of the boost phase guidance systems of ballistic missiles and space
vehicles. (2) It is now being used increasingly for the testing of inertial systems for the mid=
course flight phase of strategic missiles and of the non-inertial seeker systems of their terminal
phase. (3) A high-g capability is in preparation, suitable for testing systems under re-entry con-
ditions. Representative sled trajectory characteristics for these various purposes are shown in
Figs. 2a and 2b.

The availability of these operational test methods provides a unique capability for testing,
evaluating and optimizing the computer software of guidance and navigation systems. The follow-
ing sections will be concerned with describing the methods used and experiences collected with the
software of Kalman Filters of aided aircraft navigation systems and of the strapdown algorithms of
missile guidance systems.

II. APPROACHES TO SOFTWARE EVALUATION

‘The task of testing, evaluating and optimizing complex software is a relatively new item in a
guidance test program. A systematic and comprehensive body of theory and experience for this
purpose is not yet in existence. However, the analysis efforts conducted in the past on various
test programs show trends which are promising for developing such a unified body of theory and
practice. Essentially, these trends are two-fold:

The first trend is based on the recorded output data of the systems computer, i.e. on the in-
formation which' the system as a whole derives from the test, The analyst who compares this in-
formation with the reference instrumentation data must use the resulting error functions to inter-
pret observed deficiencies with respect to their cause and to propose corresponding improvements.
This is not easy in view of the complexity of the computer programs involved and in general re-
quires the availability of a simulation program. Simulation provides the capability to test the
validity of the hypotheses made concerning the cause of observed deficiencies and to test the
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efficiency of proposed improvements, Generally, such a simulation program is available, mostly

at the plant of the contractor who developed the guidance system under test. If the knowledge about
actual test conditions is judiciously used: to update the simulation program, a realistic and efficient
tool for system evaluation and optimization can be obtained. Consequently, availability of such a
simulation program at the test agency is desirable to allow an unbiased and critical evaluation of

the system under test.

The other evaluation trend is based on the recorded output data of the subsystems under test,
primarily of the inertial unit and of aiding devices such as Doppler radar. Having these subsystem
data available, it is then possible to run them through the systems computer algorithm, mechanized
on a ground computer, in the post-flight analysis. If this algorithm is not fully satisfactory, it is
relatively easy to change the computer program and to 're-run' the test on the ground until a fully
optimized algorithm is achieved, without actually conducting a new test. The number of actual test
flights necessary to confirm the validity of the proposed optimization in the algorithm is then re-
latively small.

A version of this approach is to reconstruct subsystem output data if they are not available in
an unperturbed form. This is the case if a closed loop Kalman filter is employed, i.e. if the filter
performs physical corrections on the subsystem itself. The reconstruction is possible if these cor-
rections are recorded and properly considered in the process.

None of the approaches described above is inherently superior. Their usefulness depends on
the characteristics of the individual test program. For example, in some cases strapdown systems
had to be tested without a systems computer being made available for the test. In this case, the
evaluation approach based on the recorded subsystems output was for all practical purposes the only
possible one. On the other hand, in the tests of aided aircraft navigation systems the approach
based on the recorded systems computer outputs is normally preferred. The reason for this is
that these data are digital in nature and thus lend themselves to post-flight analysis in a ground-
based digital computer with a minimum of instrumentation and data processing time requirements.
The reconstruction approach mentioned above was also successfully employed in the evaluation of an
aided navigation system.

Thus, the most appropriate evaluation approach must be found in each individual test case. For
the evaluation of aided aircraft navigation systems in general it is felt that the most promising and
efficient approach is one based on systems computer output data, and which reconstructs as many as
possible of the subsystems data and uses all this information to update a ground-based, post-flight
computer simulation process. This in turn can then be used to determine sources of error and to
optimize the systems computer algorithm by re-running the test on the ground computer as fre-
quently as desired. In this way, a highly cost-effective test program can be achieved,

III. EVALUATION OF AIDED AIRCRAFT NAVIGATION SYSTEMS

The majority of aircraft navigation systems employ Kalman filters which serve the purpose of
establishing optimum estimates of the true value of such quantities as aircraft position, velocity and
heading, These optimum estimates are based on additional information derived from '"aiding' sources
such as Doppler radar for velocity updating and Loran, Navigation Satellites and check points for
position updating. The filter must know the deterministic and statistical errors of these various
information sources and it must properly apply this knowledge to establish truly optimum estimates.
The {ilter designer uses the best available a priori information about these error sources when he
programs the filter algorithm and he normally achieves remarkable success when he uses his filter
in a computer simulation run. However, reality may look -quite different from what was assumed
in the simulation process and this is why the testing and evaluation of such filter-equipped systems
in a test environment which is as closely identical as posslble to the actual future operational en-
vironment is of such significant importance. ' -

To fully appreciate the difficulty of the task of filter evaluation, it is necessary to obtain an
understanding of the status and trends, and of the complexity of filter design.

Filter designers must strive to minimize computer capacity requirements in view of the many
other tasks which the central computer has to meet. A typical compromise is to make the com-
puter available to the filtering process for about 20% of the total time. To obtain an effective
filter algorithm under these restrictions, the following factors have to be considered.

The quantity which primarily influences the complexity of the filter is the state vector. It is
now general practice to use as the state quantities which are to be estimated by the filter the error
of the outputs of the inertial system and not the outputs themselves. (4) This leads to the esti-
mation approach which is shown in Fig., 3. This approach reduces computer requirements because
the model of the systems errors, which has to be mechanized in the algorithm, is simpler than the
model of the system itself. Furthermore, the cycling rate of the filter, i.e, the rate at which
measurements have to be taken and the estimates recomputed and updated is lower because the
errors of the systems outputs fluctuate at a slower rate than the outputs themselves,
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Of significant importance is the dimension, n, of the state vector because the matrices which
have to be manipulated are of order n. The memory location requirements are roughly proportional
to n% and computer time requirements to complete an estimation cycle are proportional to n3. A
minimum figure for n is about 5. In this case the filter would only estimate the quantities of direct
interest (two horizontal positions and velocities, and heading). .Since in this case the filter would
not make use of the predictability of deterministic error sources and of random sources with long
correlation times, its value would be highly questionable. A maximum for n is about 20 and typical
values used in practical systems are about 15. For such.a state vector the array storage require-
ment would be about 1000 word locations and the cycle time about 8 sec., a figure which is valid
for a not overly fast computer with floating point hardware. Since the updating time requirements
are typically within 1 to 3 minutes, sufficient computer capacity is left for other purposes.

To make fullest possible use of all available information sources, aircraft navigation systems
are usually required to operate in various modes. Typical examples of such modes are: Ground
align, Normal Navigation (using the inertial system and all available aiding sources), Inertial only,
Doppler only, or other ''degraded' modes in which only a part of the navigation subsystem is being
used. In practical cases, up to 25 modes and sub-modes have been observed. Mode switching can
be automatic or manual, depending on certain criteria. In either case, the computer routine must
provide the appropriate initial conditions at each mode transition. This is important because the
Kalman filter routine usually is different for each mode. In particular, in modes where the inertial
unit is not available, the definition of the state vector in terms of error states is no longer appli-
cable and a new definition in terms of the navigation states themselves must be formulated.

As mentioned before, in most of the tests performed at Holloman on aided aircraft navigation
systems, the Kalman filter was evaluated by using the recorded systems computer output data to
determine deficiencies by inspection and with the help of a simulation routine. Table I summarizes
and classifies the observed deficiencies.

TABLE 1
Observed Deficiencies of Kalman Filter Algorithms

Type of Deficiency Comments

.

Inadequate modeling See example of Fig. 4. Note wide discre-
pancy between predicted and actual perfor-
mance in early flight, 4a, and improvement
in later flight due to better modeling, 4b.

Insufficient word length See example of Fig. 5. The estimate of gyro
) drift was significantly improved by applying
double-precision arithmetic, This in turn
improved estimate of position errors.

Programming assumptions A reduction in position error by a factor
of 5 was achieved by making the updating
of transition and measurement matrix co-
incide in time. Before that, the measure-
ment matrix was updated throughout the
Kalman cycle and the transition matrix only
at the start of the cycle.

Timing and scheduling problems In one case, improvements were achieved by:
(a) Changing the time of entry of Magnetic
Variation information,
(b) Changing the time spot of Radar Antenna
stabilization to the inertial unit.

Reasonableness criteria The programming of this criteria for position
fixes had to be changed during test series to
avoid rejection of an accurate position update.

The '"reconstruction' approach to {filter evaluation was also investigated and the results were
published. (5) As will be recalled from section II, the approach consists of reconstructing the out-
puts of the subsystems as they would have been without the influence of the Kalman filter. Then
these unfiltered outputs are fed into a ground-based simulation of the system Kalman filter during
the post-flight analysis and the test re-run on the computer as frequently as necessary to debug
and optimize the Kalman routine, Fig. 6 shows the system error observed during a test flight as
published in Ref. (5). Figures 7 and 8 show the reconstructed outputs of the inertial and Doppler
unit, respectively. As can be seen, the large longitude error is attributable to the inertial unit
and the large latitude error to the Doppler.
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These results demonstrate how valuable this approach is to localize error sources. However,
the computational effort involved in such reconstructions is quite considerable and consequently this
approach has not been pursued further. But, as stated before, a reconstruction such as shown in
Fig. 9, would be the most efficient solution for the evaluation of Kalman filter equipped navigation
systems. It is based on the recorded output data of the systems computer and uses a comprehen-
sive and flexible simulation program for determination of deficiencies and system optimization.

IV, EVALUATION OF STRAPDOWN SYSTEMS

The CIGTF has performed a variety of strapdown tests in the past. Its laboratory facilities
were used for the testing of components and systems. In these laboratory tests, particular
emphasis was placed on the development of methods involving angular motion inputs. (6) Further-
more, strapdown systems were tested on the sled (7) and in aircraft. In many cases, the systems
submitted for test were delivered without a systems computer, To obtain meaningful answers from
operational tests in such a case, it was necessary to record the outputs of the accelerometer and
gyros and process this information in a ground-based computer algorithm., In this way it was
possible to obtain results which were equivalent to those of a computer equipped system. Besides
substituting for the missing systems computer, this method makes it possible to use different
algorithms in re-runs of the actual tests on the ground computer. Various proposed algorithms
can thus be compared and an optimization can be performed.

A particularly interesting example for such an evaluation approach is the sled test program
performed on the Lunar Excursion Module Abort Sensor Assembly (LEM/ASA)., This system and
the sled test results obtained have already been described in considerable detail to the AGARD
Meeting on Inertial Navigation in (8), However, the evaluation of the sled tests was not complete
at the time when that report was given and the results obtained since then are of specific interest
in the context of this paper. (9) The motion profile of the sled used in these tests was similar to
the one shown in Fig. 2. While the translational vibration environment fairly well simulated the
true operational environment, it was not possible to suppress the rotation of vibrational accelera-
tions to the desired level. Thus, the system was overtested in this respect. But considering the
facts that the sled is the only test device which provides trajectory acceleration and translational
and rotational vibrations simultaneously, this is not necessarily detrimental. Damage to the gyros
was avoided by keeping the maximum angular rate below the specified limit,

One explicit objective of the tests was to compare two proposed computer algorithms and to
evaluate their influence on systems accuracy. Both algorithms used direction cosines, second
order integration and provided compensation for gyro and accelerometer scale factor and bias errors.
However, only one provided compensation for the mass unbalance term of the gyros. Fig. 10 shows
the comparison of the system velocity errors obtained with the two algorithms and indicates that the
mass unbalance term is quite significant for the gyro which is exposed to the high trajectory acce-
leration,

Another interesting result of the tests was that the analysis of the systems velocity error
showed no evidence of an influence of the vibration environment. This was confirmed by the follow-
ing: In a number of computer re-runs, the rate of updating the direction cosines was changed from -
20 to 200 updates per second. Since the peak of the vibration spectrum is in the vicinity of 20 Hz
it could be expected that a change in the velocity error would occur at the low updating rates if
the vibration influence were significant. Such a change would be due to the aliasing effect which is
generated if the sampling rate is not high with respect to the frequencies involved, However, such
an effect could not be observed since the system velocity errors were not affected by the changes
in updating rate. Thus, it was concluded that the influence of vibrations was not significant and
that the system was capable of operating in the sled environment or a corresponding operational
environment.

V. TEST DATA COLLECTION

The output information of aircraft navigation systems under test is available in the systems
computer. Since these data are digital, they are inherently well suited for processing in a ground-
based digital computer for post-flight evaluation and analysis, All evaluation schemes should there-
fore be based on these digital data and avoid the necessity of collecting analog systems data with
the ensuing analog to digital conversion requirement.

Although the format of each systems computer output is different there are various possible
ways of making it compatible with the input requirements of the ground-based processing computer.
The approach illustrated in Fig. 11 has proven the most efficient one, making correctly-formatted
data available immediately on landing of the test aircraft and in this way leading to a minimum
time requirement for obtaining processed data for the analyst. This is achieved by performing
the necessary format conversion process on-board the test aircraft before the data are recorded
on an incremental magnetic tape recorder for further ground processing, In essence, this process

. is a serial to parallel conversion. The serial output data of the systems computer, consisting of

words of different word length for different systems, is fed into a 48-bit shift register which is
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read into a memory in 6-bit bites. This is the basic conversion process. The memory content

is then transferred to the magnetic tape when a full '"frame'' of words is assembled. The sequence
is repeated for the next frame which is available after the systems Kalman filter completes its
next computation cycle. Such a frame comprises all the words which are required for the evalua-
tion of the systems test. The test analyst points them out to the system designer who makes them
available for readout, together with a frame sync word, by appropriate programming of the systems
computer.,

Thus, with the adaptability of the on-board conversion equipment to any word length up to 48
bits, and with the freedom of defining frame contents which are most suitable for the evaluation of
a particular system, a considerable flexibility of the data collection process is achieved. This
contributes significantly to its efficiency and to the speed by which processed data are made avail-
able for analysis.

VI, CONCLUSIONS

The examples which were presented demonstrate the significance of the interactions between
test system performance and the systems computer software. The design of test conditions and
of analytical procedures which help to expose these relationships is therefore of increasing im-
portance as the role which computers are playing expands. The experience collected in the tests
and evaluation of computer equipped guidance and navigation systems will be a valuable asset for
the evaluation of computer controlled integrated avionics systems.
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SUMMARY

The capabilities of a general purpose digital computer used
in a Guidance and Control application can be used to realize an optimum
fault isolation capability for the system. If proper attention is given to
the functional partitioning of the computer, self test and self diagnostic
programs can be written which will determine that faults have occurred
and will isolate them to the replaceable card level. This can be
accomplished with virtually no additional flight hardware and a rela-
tively simple test console which allows maintenance personnel to
communicate with the computer in question. This can be accomplished
with relatively unskilled personnel.
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INTRODUCTION

The utilization of a general purpose digital computer to replace an analog computer or a
special purpose digital computer in implementing guidance and control computations introduces
the possibility of a new approach to the problem of maintaining the system in the field. The nature
of a general purpose digital computer is such that the arithmetic and decision making capability
necessary to implement the guidance and control function can also be used to perform a maintenance
and fault isolation function without any significant increase in computer hardware.

The maintainability philosophy should be designed so that the full advantage of the capa-
bilities of the general purpose digital computer can be achieved. One such approach to the maintain-
ability requirements is as follows. The digital computer operational program includes a small
self test program which is designed to exercise most of the hardware in the computer and to provide
a specific set of results. If these results are not achieved then a fault indication is given and the
computer is removed from the vehicle. The computer is then taken to a test station where it can be
tied into a computer operated test console. This console is designed such that an operator can
control the operation of the computer under test manually or automatically. At this point a more
exhaustive self test program is fed into the computer. This test is designed to completely exercise
the computer to confirm the limited self test results and to print out those tests that the computer
is failing. The next step in the maintenance procedure is to isolate the failure to a replaceable
card assembly. This is first attempted by means of a self diagnostic program. The self diagnostic
program is designed such that it sequentially exercises sections of the computer starting with steps
which utilize only a very limited amount of hardware. Each succeeding step of the program is then
designed to exercise some slightly expanded amount of hardware until all of the computer hardware
is exercised. The results of each step in the program are compared to precomputed results and
any discrepancy in the comparison would indicate that the increment of hardware first exercised
in that program step is not properly operating,

I the self-diagnostic program can not isolate the failure to a single card, then a computer
aided test system can be utilized to attempt to isolate the fault to a single card. The approach here
is to utilize a test system which can apply selected logic level stimuli to specified test points and
measure logic level responses at corresponding test points. Again when the failed card has been
isolated it will be replaced and the self test program rerun to insure proper operation of the
computer.
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Test Console

The test console consists of a control and display panel which enables the operator to
communicate manually with the computer under test and a digital computer which is used to auto-
matically control portions of the test and fault isolation procedures.

The control and display panel consists of a multiplexed readout device which is capable
of displaying the contents of a 16 bit register in octal format; a selector switch which determines
whether the information on the display is the contents of any selected memory location or the
contents of any selected computer register; an input keyboard; a set of control buttons which can
cause the computer to run, halt, execute a single instruction, execute a single instruction phase,
or to run to some preselected location in program memory; and control logic which gives the
console access to the I/O data bus, to the memory address bus, and to critical timing and control
lines within the computer. This control and display panel enables the operator to hand load short
programs directly into memory or into the computer registers, to execute these programs one
instruction at a time, to run through selected portions of the programs, to observe the state of
any computer register or memory location and in general get a detail status of the computer
operation for software or hardware debugging.

The test console also contains its own operating general purpose digital computer. This
computer can be used to generate special test stimuli which can be sent to the computer under
test through the test connector and in return receive response signals back through the test
connector. This can be utilized to test those component failures which cannot be isolated by
means of self diagnostic programs. The console computer can also be used to assist in the
self diagnostics if desired as well as performing external diagnostics. This computer can also
be utilized to analyze the results of the various tests performed and to print out diagnostic reports
through a teletype system.

Fault Isolation Approach and Procedure

The fault isolation procedure to be followed in order to isolate failures on replaceable
subassemblies is depicted in the flow chart of Figure 1. This procedure is a balanced combination
of external and self diagnostics which tests all of the hardware, It provides total external control
while allowing testing to be done in dynamic operating modes without dependence on flight opera-
tional software. It also makes maximum use of the general-purpose nature of the central processor
for self-test and for exercising various parts of the computer.

Fault isolation is based on a 'signal testing' concept, whether externdl or self diagnostic
procedures are employed. This concept involves choosing key signals within the computer for
examination ( either directly or indirectly), and equating their failure with a printed circuit card.
Tests are performed on a pyramidal basis, using tested and verified hardware to test other
hardware; this pyramid testing is of primary importance in the deduction of which card is to
be replaced.

Ground Rules

In preparation of the diagnostics of fault isolation, the following ground rules were
observed.

1. A single failure - It is assumed that only one failure exists in the computer. While
the pyramid testing concept attempts to check out all hardware before it is used
for testing other hardware, certain areas ( particularly in CPU self diagnostics)
require that once an error is found, no other errors exist.

2. The computer under test has been operating prior to the failure. Wiring errors
would cause improper call outs of failed printed circuit cards.

Computer Self Test Procedures

The limited self test program is a short program, which is interlaced with the guidance
and control operational program, and is continuously exercised when the computer is being used.
It generally involves solving a fixed known problem and comparing the results with precomputed
stored answers. Although a program of this length cannot exercise all possible conditions of the
hardware within the computer it can be utilized to detect 95% of the computer failures. Examples
of the types of programs which may be in a self test of this type are:

1. A memory sum check on the fixed program to insure that program memory has not
been altered.

2. A memory operability test which exercises all memory locations verifies their proper
operation.
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3. An arithmetic and control test which exercises all computer instructions in a fixed
solution problem.

4, A tail biting D-A, A-D converter test to verify operation of the major part of the 1/0
section.

After the limited self test program indicates a computer failure the computer is removed
from the system and taken to the test area. The computer is tied into the test console at this
point. The function of the test console is to enable the opeéerator to take control over the operation
of the computer. Before attempting to operate the computer with the console, however, certain
tests are made to insure that there have been no catastrophic failures. All power supply voltages,
the oscillator and the computer clock are checked. The computer data input lines are also checked
to insure they are operational.

After these preliminary steps are taken the next step is to determine if the test console
can successfully communicate with the computer under test. The procedure is to load each of the
operating registers of the computer with an all zero pattern and then an all ones pattern. After
loading, each register should be displayed on the test console. Any discrepancy between the data
loaded into the registers and the data displayed on the test console indicates a failure in the arith-
metic section or the control section of the computer. Knowledge of the partitioning of the computer
onto printed circuit cards and the combination of specific discrepancies in the display can be
logically analyzed to determine which card has failed. It should be noted that care in partitioning
the computer along functional lines in the design phase can greatly simplify the fault isolation
process at this point. If no discrepancies are noted then proper operation of the I/O bus, each
of the computer registers, and the adder can be assumed, and this fact can be used to form the
basis for further tests. The next test is to set the memory address register to some preselected
value and to load a data word in that memory location by means of the console. Display the
memory location to insure that the memory was properly loaded. Manually set a load accumulator
instruction into a second memory location and manually execute that instruction. Change the load
instruction to a store instruction and execute this instruction. Change the store instruction to an
add instruction and execute this instruction. If all these procedures fail the read and write
commands from the central processor should be checked. If they are properly generated the fault
is in the memory. If only certain of these steps fail the fault can be on one of the central processor
cards, or in the memory and the exact status can be deduced from the specific failures.

The next step is to insure that the computer memory is completely operational. This is
accomplished by loading a memory test program from a tape reader utilizing a hard wired bootstrap
loader. The loader can also be utilized to verify that the proper information got into memory by
reading the tape a second time and comparing the inputs from the tape with the information stored
in memory on the first pass. If this validation fails one of the instructions used in the bootstrap
loader may be inoperative. The bootstrap program should then be stepped through one step at a
time and all affected registers should be examined to determine if that instruction was properly
executed. This is continued until the faulty instruction is located. The nature of the fault can then
be used to isolate the faulty card.

If the memory test program is properly loaded it is then run. This program sequentially
goes to each memory location, reads out the data and transfers it to a temporary location in
memory. Next an all zero pattern is stored at the test location which is then read out and compared
to the acecumulator. This is followed by an all ones pattern, an alternate one zero pattern, an
alternate zero one pattern and the location address. If any of the comparisons fail the computer is
halted indicating a fault at that location. If the comparisons all pass,the data originally located at
that address is restored and the program moves on to the next memory address where the process
is repeated. The program will continue to cycle through all memory lochtions until the program
is halted by the operator. At this point proper memory operation is assured.

After memory operation is verified a detailed self-test is loaded into memory and
executed. This test exhaustively exercises all of the hardware and all the capabilities built into
the machine. This test is used to confirm the original failure indication.

The next step is to load and run the central processor self-diagnostic program. This
program is designed to exercise all the functions in the central processor in a sequential manner
such that with each step of the program some additional section of hardware is verified to be
operative. The self-diagnostic programs assume that the following functions have been previously
verified to be operating properly: memory; memory buffer register; adder; and the load accumula-
tor, store accumulator, add, and halt instructions. The general philosophy utilized in writing the
self-diagnostic is as follows.

The preliminary manual exercising of the computer through the console established that
all of the registers were operational and that data could be loaded into them. In addition the add,
load, and store instructions were established as being operational. This means that those control
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signals and gates needed to execute these three instructions are properly operating. Using these
known facts an instruction utilizing that hardware already verified and one untested control signal
can be exercised. If it operates properly then the new control signal and the associated gating

are verified. If the instruction does not operate properly then the failure must be isolated to
either the control signal or to the gating. This can be accomplished by choosing another instruction
which utilizes the questioned control signal. If it operates properly the fault is in the gating and -
is isolated. If the second instruction does not operate properly then the control signal is not
operating and the fault is isolated. This process can be repeated until the failt is isolated or until
all control signals and all instructions have been determined to be operational. If no fault is
isolated at this point the self test failure print out should either be given to a troubleshooter and
he should attempt to isolate the fault manually, or the test console computer should be used to
card test one or more selected cards as suggested by the nature of the self test failure print out.

If the self test or the self-diagnostic program determines that there is a fault but is not
able to isolate the fault to a single card, the test console and its computer can then be used to
apply more specific tests to each of the potentially failed cards. This is accomplished by utilizing
the test console computer to supply selected stimuli in a sequential fashion to the suspected cards
by means of the test connector and measuring responses at corresponding points also brought out
to the test connector. The test console computer is then used to evaluate the responses to the
stimuli and to determine if the suspected card is operating properly.

This same test console computer can also readily be used as a card tester if a suitable
adapter is provided. After the fault isolation procedure has located the failed card that card can
then be removed from the computer and tested by itself, its failure confirmed, and the actual
failed integrated circuit located exactly or narrowed down to a few possible integrated circuits
which can then be replaced in order to restore the card and the computer to its operational status.

The detailed self-test program can then be rerun in order to confirm the computer has
been restored to proper operational status. .

The fault isolation of the I/O section of the computer varies because the I/O requirements
for each specific requirement will differ. However, most systems will contain a multiplexed analog
to digital converter, a multiplexed digital to analog converter, a digital data link and some means
for sending and receiving discretes.

The proper design of the A-D and D-A converter and multiplexer can greatly simplify
the fault isolation of this hardware. If this hardware is all packaged on a single card and if one
of the multiplexed output channels is connected to one of the multiplexed input channels, then a
diagnostic program can be written which will generate a digital output from the central processor
which is converted to an analog voltage by the D-A converter. This analog voltage is then multi-
plexed after passive scaling to the input multiplexor of the A-D converter, where it is converted
back into a digital number. This digital number is then inputted into the central processor where
the result is compared to the known correct value. This process can be repeated for a number
of different voltages to determine the proper operation of the converters or to isolate the failure
to this card.

The fault isolation of the digital input output link can also be simplified by having this
entire function on a single card, The test can be implemented by using the test console computer
to send a simulated message to the computer under test and then having this same message re-
transmitted back to the test console computer. By properly choosing the test message all the
associated hardware can be exercised and either validated or fault isolated.

This same general approach can also be utilized to fault isolate the discrete input output
section of the computer provided that all the associated hardware is packaged on the same card.

Any other I/0 functions which may be in a specific computer application can generally
be fault isolated in a manner similar to that described above as long as a functional approach is
taken in the partitioning of the cards in the I/O section of the computer.
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SUMMARY

In the ANS (Astronomical Netherlands Satellite) which
is planned to be launched in 1974, an on board computer
is foreseen., This computer will consist of two parts, the
computer proper. and the data-memory.

The computer, which will be reprogrammable by ground
command, will serve as a direct digital controller for the
attitude control of the satellite and as a data processor
for reduction of the experiment data.

The data memory serves as a buffer for storage of
separate experiment and housekeeping data for a period of
12 hours. Both the computer and the data memory have to
be designed to serve weight and power limitation.
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INTRODUCTION

The computer to be discussed here is designed as a sub-
system of the ANS (astronomical netherlands satellite).
As long as no acronym has been found it shall be referred
to as OBC (on board computer) which is the subsystem name.
The ANS 1is a semi polar orbit (500 km) satellite with
high pointing accuracy ( + 1') intedded to 'perform astronomical
UV and X ray measurements, It is a joint U.S./Netherlands
effort to be launched in 1974 by a SCOUT launcher.
Due to the limited performance of this launcher low weight
and power consumption are stringent requirements.
Because the satellites orbit is polar, ground contact with
a station at the latitude of the Netherlands is possible
only once every 12 hours during 7 minutes. This means that
experiment data have to be stored on board as well as
commands stating the measurements to be performed in at
least one 12 hour period. So in the 7 minutes contact time
not only all experiment data have to be extracted from the
satellite, but also new commands have to be transmitted
for the next 12 hour period. A digital memory for which a
core memory has been chosen is unavoidable because of the
inherent unreliability of taperecordefs as well as the
unrealistic record/play back ratio required.
Telemetry subsystems are working digitally too, this
favouring digital ionboard information storage. Experiment data
are all of a digital nature and need some reworking in order
to limit storage space and transmission time. This requires
a digital computer.
The attitude control subsystem required calculations which
for various reasons (integration, logical decisions) can
only be performed by a digital computer. An analog system
built to calculate these signals would not only be very
complicated, heavy and highly power consumptive but would
also frequently need adjustment. The above mentioned
requirements still do not express a clear preference for
fixed program or stored program machines., The initially
performed work went in the direction of a fixed program
machine.
Soon however, it became apparent that a lot of changes can
be expected in the program up to the time that the flightmodel
is ready for launch. Also different formats are required
for on board storage of data while .different modes of
operation made the data handling of the experiments more and
more complicated. This led to the conclusion that the
computer should have a stored program. This automatically
brings up the question whether program changes were to be
done only on the ground or also in orbit. Since the
operation of the satellite depends on the possibility of transmitting
5000 bits in one or two minutes to the satellite every 12 hours
(star measurements program) and reading about 400 000 bits
out of it, it was decided that sending up and verifying a part
of the program was not more difficult and therefore quite
well realizable.
The limited space on the satellite made impossible to build
the complete subsystem in one box. In order to put the
interface at a convenient spot, it was decided to split
the memory in two parts. The biggest one will be used only
for data storage awaiting later transmission to the ground.
The capacity will be about 400 000 bits. The rest, 64 k bits,
will Bhare its box with the central processor and the 1/0
unit and serve as computer program space, working space and
command storage. Both boxes shall weigh no more than 4 kg
and consume no more than 4 Watt of power each.
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COMPUTER

In fig. -1 a schematic diagram of the computer is presented. The following parts
can be found ’

~arithmetical unit

-control unit

-memory

~input/output unit

These units will be detailed further below. This will however not lead to a complete
description as the design is not yet complete. Attention however is asked for the
program given in the next section on computer software, which should give an
impression of the capabilities of the subsystem.

Speed can be relatively low since the program repetition time is 1 sec. dictated

by the sampling time of the attitude control subsystem for which the computer
performs the calculations.

ARITHMETICAL UNIT

This is the unit where the actual calculations take place. The only possible
calculations are adding, multiplication by powers of 2 (:shifting) and inverting.
All other calculations have to be programmed.

It has not been decided yet but the hardware calculations will probably be
performed in series. This decision will depend on the length of the program and its
execution time. .

CONTROL UNIT

In the control unit the instructions are decoded and transformed in machine control
pulses while the addresses are, depending on the instruction, routed to the
corresponding registers. As will be discussed later, one word of the program has

16 bits.,

Of these 6 are used to indicate the instruction, allowing for 64 different
instructions,and 10 which can have different meaning, depending on the instruction
to which they are coupled. They can be:

- a number to. be added to or to replace another number (address modification etec.)
- an address in the memory

- a register

The 10 bits available are not sufficient to address the whole memory, which will
have Uk words. The additional bits are again generated in this control wunit.
Finally this is also the unit where the clock is built in. This has to be the most
reliable part of the OBC since it also delivers clock pulses to the rest of the
satellite and since it makes sense to keep supplying these signals once the
complete OBC failed.

INPUT/OUTPUT UNIT

This unit consists of an address register with decoding used to open the gates to

the requested input or output as well as some logic to feed shift and transfer pulses
to these inputs-.or outputs. A standard computer output (sC0) interface and a standard
computer input interface (SCI) has been specified (fig.2) All units wishing to
communicate with the OBC can do so via these interfaces. In order to limit the

number of interface units and wiring, subcommutation of the experiments is performed.
The OBC supplies them via SCO with an adress, allows for transfer from the register
indicated by the adress to the SCI and then reads the SCI.

MEMORY

A bk 16 bits memory module indentical to the blocks of the data memory has been
chosen, as a first order approximation, at the same time hoping to reduce ‘the
number of spare parts and easeing for suppliers the qualification of items. It

is thought to be divided into 4 parts of 1k each of which 2 are not used and saved
for redundancy. Of the other two parts 1000 words are used to store the program
and the remaining 1000 words will serve as a working space for the computer -and

at the same time as storage space for the commands.

The two redundant parts normally are not used. The redundant program part will be
filled with an emergency program for a start and later on, when the program in

use appears to be reliable, can be used to put new programs in . The advantage

is that during transmission of the new program, which takes several minutes, the
0ld one is still available for attitude control, The redundant working space cannot
be used to store more program as long as there is no emergency requiring its use,
because upon occurrence of this failure in the normal working immediate switchover
must be possible. This means that defined memory is required to be available.
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COMPUTER _SOFTWARE

Tasks of the program

The tasks of the computer program can be divided into several parts:

a) The attitude sensor data are gathered, processed according to the observation
program, and the resulting set-points are given to the attitude actuators,
i.c. the reaction wheels: also attitude data are stored in the data memory.

b) The experiment data are gathered, processed and stored in the data memory.

c) Commands are transmitted to the experiments according to the observation
program and the status of the experiments.

d) A selection is made from the information available at the housekeeping encoder
and this selection 1is transmitted to the data memory.

e) A selection is made from the experiment and attitude data and transmitted to
the housekeeping encoder,

f) A series of clock pulses is generated and distributed.

In order to perform this task a very limited number of standard instructions will
be made available. :
These instructions serve as building blocks for the program,

Operations

The program consists of a number of instructions. FEach instruction consists of a

16 bit word, stored at a certain location of the computer memory.

Of these 16 bits 6 are the instruction part: these refer to a certain operation

to be performed by the computer. The other 10 bits are the address part and indicate
a certain location in the memory. In the first part of each computer operation

the content of the operation counter is increased by 1., The content then is
transferred to the memory address register. (see fig.-1) The contents ‘of the
addressed is transferred to the M register and from these to the instruction
register., The second half consists of the execution of the instruction called from
the memory in the first half of the operation.

Instructions
The instructions foreseen in this stage of the project are:
Read X into A (IA/X)
The word at address X is read from the memory into M, from where it is

transferred to A and at the same time rewritten in the memory at the location X,

Read X into A, negative (IA-/X)
The same, but the sign is reversed before transfer to A,

Read X into A, destructive (IAD/X)
The same as IA/X but without the rewrite operation.

Read X into M, (IM/X)
The word at address X is read into M, and rewritten into location X. After
that it is added to the word in A. The result appears in D. Storage in M
cannot be used as such in the program, because register M is used in the next
operation for transfer of the instruction word.

Read X into M, negative (IM-/X)
Read X inté M, destructive (IMD/X)
Read X into M, negative, destructiee (IMD-/X)
Write D into X (OD/X)
The word in the D-register is transferrred to M and from these written into

the memory at location X.

Write D into X, negative (0OD-/X)
The same, but with sign reversed.
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Jump to L(TO/L)
In this case the address part of the instruction contains the number L-1,
This is transferred to the operation counter from the instruction register.
In the next operation the program proceeds at instruction number L.

Set flip-flop if D positive (SIFD)
This instruction, which has no address part, sets a flip-flop if the content
of the D register is positive.

Jump to L, if the flip-flop is set (IFTO/L)
If the flip-flop is set, the operation is the same as in TO/L, after which
the flip-flop is reset. Otherwise nothing is performed, so that the program
proceeds with the next. step.

Shift N steps from register P to register Q (SHN/PQ)
The instruction part here consists of 2 bits indicating that the instruction
is of ‘the SHN type, and 4 bits giving the numbers from 1 to 16. The address
part consists of two 5 bit words, each of which indicates one of up to
32 possible registers, either in the computer arithmetic and control unit or
in the input-output unit. The effect of this instruction is to shift the
indicated number of bits from P to Q. P and Q may be identical: Q may be
zero, in this case the information is shifted only out of P.

Statements

In order to ease the task of programming the computer a simplified FORTRAN

language will be designed, where each FORTRAN-statement consists of a small number

of instructions. This makes it possible to translate the programs used for simulation
in a straight forwyard way into machine language. The following statements have

been considered.

X = Y transfer to X of Y IA} O
IM| Y
op| X
X =Y + Z 1Al 2
Ml Y
obn} x
X=Y-2 _ TA-] 2
m|y
op| x
GOTO L TO| L
IF (X) L if X)O Goto L IA| O
M| X
if X{O0 proceed with SI FD
next statement IF TO} L
IF (X-Y)L . IA- | Y
. o IM| X
SI FD
IF TO| L
Y = X = 2V TIA}l X
" S HN A, O
IM{ O
oD | Y
READ (P)X SH16 | P, D
oD | X
WRITE (P)X IA | X
SH16 | A, P
subroutine calling ’
sequence
CALL k(A, B) IA O
IM | A
oD |P
IM |B
oD | q
SH16 |oCc , D
0D { MAIN
TO | K
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SUBROUTINE K (P,Q) K: N
END IAl "2
IM| MAIN
SH16 | D, OC
proceed with calling program IAf* O
m| P
op| A
M| Q
onp| B

In the location MAIN the content of the operation counter in the calling program
is stored. After execution of the subroutine this instruction number is retrieved
and increased by two for compensation of the other instruction between the storage
and retrieval of MAIN.

The shifting of information fromthe main program to the subroutine and back can
be diminished in some cases by declaring a COMMON storage location.

As a small example we give a program which calculates X + Y if X-Y>0
and X + Z if X - YO and stores the result in Z,

IF(Xw=- Y)L IA
IM-

SIFD

IFTO

e o

Z =X + Z IMD
' oD

NN

GOTO N TO

<=

Z =X+Y L: IM

N

N: oD

Sample program

To give an indication of the way in which the computer is programmed for one of
its tasks a sample program of the attitude control part is given below: A
.schematic diagram of it is presented in fig. 3.

AC

ERR
HOR

PL

LOOP

IF(SLEWo) SL

DPL=PLH1 - PLH2 guide star distance
DPL=DPL - SGS SGS 1is desired distance
IF§DPL - 5) ERR
IF(-DPL-5)ERR distance should agree between

+ 5 elements
IF(PLUM)PL -
PLUM = 1 ’
GOTO HOR Plumbicon ‘mode is initiated only

after 2 recognitions
PLUM=0
FSY=FSY - 100 zero correction for 4 sensors
FY=FSY - SFSY subtraction of setpoint gives error
HS=HS1 +HS2 ' .
HS=HS -~ SHS

1% *2] [2x 90]

FZ=5 x HS Ez = 10 % [-_—E__—— - 10 % 2
GOTO LOOP
FY=PLV - 4

FZ=PLH1 - SPLH1

FX=FSX - 100

CALL FCO(FX, FXV, INTX) fine control subroutine

WRITE RW1, V transmission to X-reaction wheel

CALL FcoO (FY, FYV, INTY).

WRITE RW2, V

cALL Fco (FzZ, FZV, INTZ)

WRITE RW3, V

GOTO EXP . EXP is start of experiment data handling
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" SLS SLEWo=1
AX=0 A indicates the accelerating phase of the
slew procedure , )
AY=0
AZ=0
STARTSL=0
SL FX=FXS-100
FY=FSY-100
FY=FSY-SFSY
FZ=HSt1 + HS2
FZ=FS - SHS because control in on-off, scale is irrelevant
IF(STARTSL)SLL
FXo, FX
FYo=FY
FZo=FZ
TXo=T
TYo=T
TZo=T
STARTSL=1

SLL CALL SLEV (AX,FX,FXo, TXo, TSX)
WRITE RW1, V
CALL SLEW (AY, FY, FYo, TYo, TSY)
WRITE RW2, V
CALL SLEW (AZ, FZ, FZo, TZo, TSZ)
WRITE RW3, V
IF(FX - 30) EXP
IF(-FX - 30) EXP
IF(FY - 30) EXP
IF(~-FY - 30) EXP
IF§FZ - 6) EXP
IF(-FZ - 6) EXP
SLEWo=0 ’ If all errors are in abs. value ‘<0.3°
fine pointing
INTX=0 is initiated.
INTY=0
INTZ=0
EXP
SUBROUTINE FCO (F, FV, INT)
COMMON V
IF(F-50) SLS
IF(-F-50)SLS If any error is in abs. value »0.5°
slew is dinitiated.
INT=INT + F
CALLSAT (INT)
DIF=F-FV
FV=F
DIF-DIF x 16
P=F =% 8
V=P + DIF
V=V + INT
CALLISAT (V)
END
SUBROUTINE SAT (X)
IF EX-1000)SAT +
IF (~X-1000)SAT -
GOTO ENDSAT
SAT+ X=1000
GOTO ENDSAT
SAT- X= - 1000
ENDSAT END

SUBROUTINE SLEW (A, F, Fo, To, TS)

COMMON V, T

IF(A) DEC decelerating phase
IF(Fo) POS -

IF(F-Fo) INC

Fo=F

To=T

GOTO MIN
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INC F=F + F
IF(F - Fo) MIN
TS=T - To
TS=TS+TS
A=1
GOTO PLUS

POS IF(F=Fo)INC2
Fo=F
To=T
GOTO PLUS

INC2 F=F + F
IF(F-Fo) PLUS
TS=T -~ To
TS= TS + TS
GOTO MIN

DEC IF(Fo) POS 1
TS1=TS + To
IF(TS1 - T) PLUS

ENDSL Fo=F
To=T
A=0
IF(Fo)MIN
GOTO PLUS

POS1 TSt=TS + To

" IF(TS1 - T) MIN

GOTO ENDSL

PLUS V = 1000
GOTO LAST

MIN V ==~1000

LAST END

The length of this part of the program is about 120 FORTRAN - statements so that
in the real program about 350 - 500 lines will be required,

Overall program

The overall program is not yet completed but it will consist of the following
blocks:

First the time is updated by the statement T = T + 1. )

Next a test is performed whether new measurement setpoints are required by
IF(TM-T)AC. As long as T TM the program proceeds with attitude control;
otherwise new setpoints are transferred from the observation program part of the
memory to their working addresses (SHS, SPLH, TM etc.). The stored commands are
transmitted to the command control unit. The following part is attitude control,
described above. At statement EXP the processing of experiment data starts, consisting
e.g., of fixed-to-floating conversion, integrétion etc. The last part of the
program controls the transfer of experiment and attitude data to the data memory,
as well as transfer of these data to the encoder and of housekeeping data from the
encoder to the computer and from there to the data memory. This transfer is
controlled by the statements:

WRITE DM(N), X N= 1 to 6.
The word at address X is transferred to the N-th block of the data memory.

WRITE ENCADD, N N= 1 to 16.
This statement causes the N-th 8 bit word, available each second at the encoder
to be stored in the encoder output buffer register.

READ ENC X. .
The computer reads the word at the output buffer of the encoder and stores it at
address X.

WRITE ENC X.
The last 8 bits of the world X are transferred to the encoder input register.
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DATA MEMORY

In the first part of this chapter attention will be paid mainly to the type of
memory selected while the second half will be used to describe the proposed design.

Choice of memory type

In the original concept it was envisaged to have a tape recorder on board to

store the information, flow from experiments to housekeeping. The expected number
of bits was 2 or 3.10 . Due to a reduction in the number of experiments as well

as in the number of bits per experiment khis was at start of the feasibility study
reduced by a factor of 10, During this study an experiment was added and the
housekeeping as well as experiment data increasesd again.

Instead of giving every experiment its maximum storage space and adding these
together to get an overall storage space requirement, another policy was followed.
The computer is being used now not only to handle thedata but also to select data
for transmission to the memory. This selection is made by a computer program

that easily can be changed to adopt the system to various environments, requirements
and situations by reading in another one. This works of course only under the
assumption bhat maximum storage space is asked by only user at a time.

For example during dynamic attitude control measurements nearly all storage space
is used for storing the sensor data so no experiments and very little housekeeping
data can be written in the memory, while during pulse and measurements the x-ray
experiments will fill all available memory space in 90 minutes.

In this way the memory size needed is in the order of magnitude of 4L0oO K bits.

Because of this reduction in the number of bits the tape recorder was not the
only solution anymore.,

It was actually immediat¢lY rejected because the required record to play-back
ratio was very unfavourable. The record time being 12 hours and the play-back
time of a few minutes brought this ratio in the order of 1:200. A recorder with
this feature is not commercially available and would have to be developed. This,
added to the fact that tape recorders for space application are still rather un-
reliable, made that such a recorder as a data memory was rejected.

The next choice to be made was that between dynamic and static memories. With
dynamic is meant that the information stored should be moving continuously in order
not to loose it, for example dynamic shift registers and delay lines; while

static shift registers, core stores etc. do not need to pump information around

in order to store it.

Therefore they are called static memories. This immediately reveals a weak point

of the dynamic memories. Information being pumped around is more susceptable to
noise etc. than static information. Since furthermore the power consumption as

well as the reliability of dynamic shift registers is unfavourable, while little
was known about delay-lines, of which the weight could have been critical, it is

decided not to use dynamic memories,
Another disadvantage, which these memories share with some static registers, is

that they will loose all informationdue to a temporay power shut down. This
power shut down may be voluntarily (to save power during acquisition and ecllpse)
or accidentally (wrong commands or n01se) but will certainly occur, without a
possibility for immediate reprogramming. And a loss of prggram means loss of
attitude control and of data handling which is a near to catastrophic failure
and cannot be tolerated. So no active elements are allowed for storage.

Consequently a choice had to be made out of the various types of magnetic
memories which are the only non active memories considered. Exotic circuitry
cannot be used due to unknown reliability and lifetime, even plated wire memories
are not yet fully space qualified, so a preference exists for magnetic core
memories. Non destructive read out is not used because it would add too much
weight to the memory.

Description of proposed design

The most stringent réquirements to be fulfilled are:
low power and weight, high reliability.

Since the average write and read repetition is low, the only noticeable
dissipation is the stand-by power of the logic. For this purpose low power logic
with an acceptabel speed has been used. (The speed is determined by the required
rise time of the read pulse). To decrease the power conmumption of the read
amplifiers, they are fed by a supply pulse just overlapping the read pulse. In
this way a device has been made with a low power consumption. E
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Since the power consumption in the stack can be neglected, no precautions have
to be taken for cooling. This means that the heat conducting strips can be
cancelled .and the weight of the stack is decreased., Since the stack determines
for the most part the weight, the weight of the memory can be made very low
by using low weight material for the remaining part of the stack.

Yet another requirement is a restriction in size in order to have everything fit
in a box with outside dimensions of 13 x 16 cm. This can probably only be
accomplished with the core size of 20 mils. The configuration chosen is shown

in fig. U4-. Three printed circuit boards carry one block., The first two boards
carry on both sides 4 matrices of 4 K bits, while on the third one the selection
diodes are mounted.

As the whole information can be written in series, the address register is a
simple counter. A high realiability has been achieved by making a good and

simple design and using reliable components as well as by allowing for gentle
degradation. The whole memory consists of 6 separate memory blocks.

In the case of a failure in one of the blocks that particular block can be
rejected and skipped.

In this way not only high reliability but also high flexibility can be obtained.
At the same time the number of spare parts can be redueed. A similar U4 K 16 bits
memory unit will be used in the computer to serve as working, program and command
memory.

The gyblocks required to get the 384 K storage space are fully independent but

in order to keep the interfaces and cabling to an absolute minimum, they are not
connected to the computer. In stead a separate switching mechanism is used to route
the information to the proper block. This device can be used to skip a damaged
block but may also be programmed from the computer to send for instance
housekeeping and experiment data to different blocks to speed up ground handling
of the data. However, it will be a fairly simple and straight forward piece of
hardware and is therefore not described here.

In fig.5 a block diagram of one memory block is shown., The information that

must be stored in the memory is applied to shiftregister I. The register can store

16 bits., The number of bits of one set of information can be 8 or 16. In the

case of 8 bits a write pulse is given after two times 8 bits., The applied information
is accompanied by an equal number of trigger pulses applied to the trigger input

of the. register. At the same time a pulse with a duration time of 8 bits is

applied to the timing. In the case of a read pulse the tele~command delivers

16 trigger pulses to shift the shiftregister. After the 16 trigger pulses all

the flip-flops of the shiftregister are reset. This means that only the set-~inputs
are connected with the outputs of the read amplifiers.

Timing

At the end of the pulse accompaning the first 8 information pulses a flip-flop
is set and at the end of a second pulse the flip-flop is reset again.
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NATIONAL DISTRIBUTION CENTRES FOR UNCLASSIFIED AGARD PUBLICATIONS S

Unclassified AGARD publications are distributed to NATO Member Nations
through the unclassified National Distribut;ipn Centres listed below

BELGIUM " ITALY
General J. DELHAYE Aeronautica Militare
Coordinateur AGARD - V. S.L. Ufficio del Delegato Nazionale all’ AGARD
Etat Major Forces Adriennes 3, P. le del Turismo
Caserne Prince Baudouin Roma/Eur
Place Dailly, Bruxelles 3 LUXEMBOURG
CANADA Obtainable through BELGIUM

Director of Scientific Information Services

Defence Research Board NETHERLANDS
Department of National Defence - ‘A’ Building Netherlands Delegation to AGARD
Ottaws. Ontario National Aerospace Laboratory, NLR
! Attn: Mr A, H.GEUDEKER
DENMARK P.0. Box 126
Danish Defence Research Board Delft
sterbrogades Kaserne
gopenhaggn /] NORWAY
) Norwegian Defense Research Establishment
FRANCE Main Library, ¢/o-Mr P.L.EKERN
0.N.E.R. A. (Direction) P.0. Box 25
29, Avgnue de la Division Leclerc N-2007 Kjeller
92, mat1v110n~sous-Bagneux PORTUGAL
GERMANY Direccao do Servico de Material
Zentralstelle fur Liiftfahrtdokumentation da Forca Aerea
und Information Rua de Escola Politecnica 42
Maria-Theresia Str. 21 Lisboa
8 Munchen 27 Attn: Brig. General Jose de Sousa OLIVEIRA
Attn: Dr Ing. H.J.RAUTENBERG TURKEY
GREECE Turkish General Staff (ARGE)
Hellenic Armed Forces Command Ankara
D Branch, -Athens UNITED KINGDOM
ICELAND . Ministry of Technology Reports Centre
Director of Aviation Station Square House
¢/o Flugrad : St. Mary Cray
Reykjavik Orpington, Kent BR5 3RE

UNITED STATES
National Aeronautics and Space Administration (NASA)
Langley Field, Virginia 23365
Attn: Report Distribution and Storage Unit

* * *

If copies of the original publication are not available at these centres, the following may be purchased from:

Microfiche or Photocopy Microfiche Microfiche

Clearinghouse for Federal ESRO/ELDO Space Ministry of Technology

Scientific and Technical Documentation Service Reports Centre

Information (CFSTI) European Space Station Square House

Springfield Research Organization St. Mary Cray

Virginia 22151, USA 114, Avenue de Neuilly Orpington, Kent BR5 3RE
92, Neuilly-sur-Seine, France England

The request for microfiche or photocopy of an AGARD document should include the AGARD serial number, title,
author or editor, and publication date. Requests to CFSTI should include.the NASA accession report number.

Full bibliographical references and abstracts of the newly issued AGARD publications are given in the following
bi-monthly abstract journals with indexes:

Scientific and Technical Aerospace Reports (STAR) United States Government Research and Development
published hy NASA, , Report Index (USGDRI), published by the Clearinghouse
‘Scientific and Technical Informatlon Facility, for Federal Scientific and Technical Information,
P.0. Box 33, College Park, Springfield, Virginia 22151, USA

Maryland 20740, USA
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