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Preface 

This volume is a compilation of the edited proceedings of the ‘‘Missile Aerodynamics” course held at the von K h g n  Institute 
(VKI) in Rhode-Saint-Genkse, Belgium, 6th-10th June 1994, and at the Middle East Technical University (METU) in Ankara, 
Turkey, 13th-17th June 1994. 

This series of lectures supported by the AGARD Fluid Dynamics Panel and the von K h i n  Institute follows previous courses 
organised at VKI: 1974 (VKI LS67), 1976 (VKI LS88), 1979 (AGARD LS!>8) and 1987 (AGARD-R-754). 

The aim of this special course was to present the current state of the art :in some fields of tactical missile aerodynamics. The 
course begins with an overview of aeromechanical design of modem missiles. It covers system aspects, configurations, physical 
aspects and methods used in the design phase. This introduction is followed by a lecture on semi-empirical predictive tools 
which still remain the everyday tools for design engineers. The numerical computation is the subject of two specific notes: 
Navier-Stokes computation for complete missile configurations and Euler and Navier-Stokes computations for supersonic air 
intakes. Two other lectures were also included: pyrotechnical lateral jet control and high angle of attack aerodynamics. In 
addition, and for the first time, an important part of the course is devoted I:O the analysis and the modelling of missile infrared 
radiation. Its objective is to provide aerodynamicists with an understanding of IR radiation, useful for low IR signature missile 
design. Each presentation is illustrated with numerous practical applications. 

We want to thank all the speakers for their outstanding work, as well as the organisers of AGARD,VKI and METU. 

Preface 

Ce volume regroupe les notes concemant le cours “ACrodynamique des Missiles” present6 i I’institut von Kirmin (VKI) de 
Rhode-Saint-Genbse, Belgique, du 6 juin au 10 juin 1994 et i la Middle East Technical UniversitC (METU) i Ankara, Turquie, 
du 13 au 17 juin 1994. 

Ce cycle de confkrences, conGu et rCalisC sous 1’Cgide du Panel de Dynamiqile des Fluides de I’AGARD et du VKI, fait suite i 
des cours similaires organisCS au VKI en 1974 (VKI LS67), 1976 (VKI LSSS), 1979 (AGARD LS98) et 1987 (AGARD-R-754). 

L’objet du cours a CtC de revoir I’Ctat de I’art dans certains domaines de I’aCrodynamique des missiles tactiques. Le cours dCbute 
par une prCsentation gCnCrale de la conception akrodynamique des missiles modernes avec prise en compte des aspects systkmes, 
des nouvelles configurations de missiles, des aspects physiques des Ccoulemeiits et des mCthodes de calcul. Cette introduction est 
suivie par une prksentation des outils semi-empiriques qui sont les outils de base de I’ingCnieur de conception. Le calcul 
numCrique est trait6 dans deux notes spCcifiques: calcul Navier-Stokes de corifigurations complbtes de missiles, calculs Euler et 
Navier-Stokes de prises d’air supersoniques. Deux autres sujets ont aussi CtC inclus: le pilotage par jets IatCraux et 
I’aCrodynamique aux grandes incidences. De plus, et pour la premikre fois, uni: part importante du cours est consacrCe i I’analyse 
et i la modClisation du rayonnement infrarouge des missiles. Son objectif est de foumir i I’aCrodynamicien une bonne 
comprkhension du rayonnement infrarouge, utile pour la conception de missiles i faible Cmission infrarouge. Chaque 
prksentation est illustrke par de nombreux exemples pratiques. 

Nous tenons i remercier tous les confkrenciers pour I’excellent travail qu’ils ont accompli ainsi que les organisateurs de 
I’AGARD, du VKI et du METU. 

V 
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AEROMECHANICAL DESIGN OF MODERN MISSILES 

P. Hennig 
Missile Systems Division 

Deutsche Aerospace 
Postfach 80 11 451 
D-81663 Munchein 

P.G. Lacau 
Aerospatiale Missiles 

Centre des Gatines 
F-91370 Verriercs le Buission 

SUMMARY 

The changes in the political and strategic situation 
in the world, especially in Europe, result in new 
kinds of military scenarios and in different appro- 
aches to well-known scenarios. In combination 
with technological advances and with new niathe- 
niatical and physical solutions for system compo- 
nent design and for improvements in systcm per- 
formance this leads to a request for advanced and 
new types of missiles with corresponding design 
goals and criteria. From such more general de- 
mands associated with the overall system desigli 
new requirements for the aerodynamical and aero- 
mechanical design goals can be derived in corres- 
pondence. Advanced experimental and theoretical 
tools support the project aerodynamicist in coping 
with these new problems. 
Examples for the demands for new missile types 
and for the new system requirements are given. 
The most important aeromechanical work pack- 
ages in the design procedure of modern nussiles 
are identified and methods to get solutions suf‘- 
ficient for qualitative answers in early project 
phases are presented. 

1. INTRODUCTION 

The intention of this first lecture of the present 
series is to give a summary of what seem to be 
the new and most important aspects of the ‘Aero- 
mechanical Design of Modern Missiles’. Some of 
the topics mentioned here will be discussed in 
more detail in later lectures, others will be des- 
cribed here in a short survey. In this way the 
following lectures on special topics are hoped 
to be put into a conclusive context with the new 
technological and system requirements of the 
missile design procedure. Also, the role of the 
different aeromechanical disciplines and of the 
technologies and work packages linked to them 

for different types of projected missiles will be 
explained. On the other hand, this is not a sum- 
mary of system design spccialists but of industry 
aerodynamicists working in ;in design environ- 
ment that is much more dominated by very diffe- 
rent system requirements and by not purely 
aerodynamic problems than sc\criil years ago. 

The new design goals and thc advances in diffc- 
rent technological ficlds lead, on one hand, to the 
fact that the aerodynamic design niust be more 
precise than several years ago, niust include more 
general geometries and must consider new flight 
condi lions, new system coniponcnts and new typcs 
of questions by the system projcct people. Thcre- 
fore, a lot of work would liavc to be done to fulfill 
all these demands. On the othcr hand, the design 
process must be kept very chcap also in its aero- 
dynamic parts, not only since missiles have to be 
generally much cheaper than, say, airplanes but 
even more because of the sharply decreasing 
defense budgets of the last years. In addition to 
that aerodynamics has lost its former high priority 
among the most important technologies in the 
strategy of the MODS of many countries.This 
leads t13 even higher cuts for this special field, 
since in those countries no other support exists 
any more to promote specific pure and applied 
research in missile aerodynamics than the also 
drastically reduced industrial budgets. Although 
aerodynamics never playcd a similarly central role 
in missile design (Ref. 1) as in aircraft design and, 
therefore, always had to be very cost cffectivc, we 
have nowadays many difficulties in keeping up 
with the most urgent needs in advancing our tools. 
The validation and the extension of existing 
codes, the transfer of new methods from labora- 
tory state into standard project work and the suit- 
able physical and mathematical modelling of flow 
phenomena that are of new importance for the 
project design are in many cases only possible 
because of very high personal idealism of the 
aerodynamicists. 

Presented at an ACARD Special Course on ‘Missile Aerodynamics’, June 1994. 



1 -L 

The urgency of vcry cost effective missile design 
not only leads to the fact that advanced methods 
implying high effort can be used only in very rare 
cases, but also that several topics with very close 
relations to aerodynamic design problems have to 
be trcated by the aerodynamicist in early project 
phascs to guarantee a fast and cost effective opti- 
mization process Since the new system require- 
incnts for missiles o k n  lay more stress on thcse 
forincrly sccondary areas, the aerodynamicist has 
to adopt or to develope suitable tools for this work. 
This extendcd area may be called 'aeromechanics'. 
It is an artificial word and not very well-defined. 
Within this lccture it covers - bcsidcs aerody- 
namics - general fluid dynamics and hydrodyna- 
mics, aerotliertiiodynamics and internal thermo- 
dynamics, aeroacoustics, behaviour of structures 
under aerodynamic loads (aeroelastic effects), 
flight niechanical aspects and the simulation of 
signatures of all types (Radar, microwave, infra- 
red, visiblc, ultra-violet and acoustic). Some of 
thcsc arcas have been foreseen to be subjects 
of modern missile design some time ago already 
(Rcfs. 2-4), others arc turning up only in the last 
timc. Therefore, not cach field is very elaborated 
yet. But, anyhow, the close coupling of all these 
topics with classical aerodynamic design is of 
high relevance and in many cases quite new. 

The present and futurc requests on these aero- 
inechaiiical subjects arc tried to be presented in 
this lecturc. Thercfore, a first reference to existing 
f:ist and rathcr simple project tools is givcn and an 
outlook is Lricd on the problems we have to expect 
- and to solve - in the next years and for which we 
have to developc appropriate tools as soon as 
possible. This is necessarily a very subjective 
guess which is derived only from the pcrsonal 
project cxpcriencc and the company environment 
of thc authors. 

2. PRECONDITION FOR THE 
AEROMECHANICAL DESIGN 
OF MODERN MISSILES 

2.1 NEW POLlTICAL AND STRATEGIC 
SITUATlON 

In the new world-political situation the probability 
for ;i mass codroritation between larger armies 
has decreased drastically, especially for NATO 
countrics. In contrast, there will be ;i niuch higher 
risk of 

- local confrontations of limited extent between 
two nations or with NATO on one side 

- UN conflict management missions ('pcace 
cdorceincnt'), often i n  overseas areas, with a 

limited size of tlic diffcrent national forces 
- UN blue helmct missions with peace keeping 

or humanitarian objectivcs 
- national point defcnse tasks, for examplc thc 

defense of objccts or sinall ;irc:is against 
terroristic attacks 

- reconnaissance, inspection and control objec- 
tives in  connection with boycott and disarnia- 
ment measures or with dccscalation actions I I I  

domestic conflicts. 

For this reason thc size of tlic different natiorial 
armed forces will dccreasc probably, whilc thc 
equipment will be improved much more i n  quality 
than in quantity.Tliis latter point had been cxpect- 
ed several years ago, already, and is thc rciisoii 
why some outlooks of thc past (Rcfs. 2-4) still are 
valid partly, although the political situation has 
changed. For many of the NATO countrics 
(especially for Germany) the possibility of over- 
seas actions is vcry new. In any case, thcre will 
be a need for arms which can bc transferrcd casily 
into different coilflict areas and which iirc vcry 
flexible in mission and can be adaptcd vcry casily 
to different geographical and military environ- 
ments. Since one has - duc to not controllable 
proliferation - to expect weapons of highest 
technological standard in the hands of every 
possible enemy, perhaps only in a limited nuniber, 
it is in any case still neccssary to be able to combat 
them. Especially in  cascs of local national con- 
flicts, civil war situations, dcfense of terror attacks 
or rather of attempts for black-mailing, higlicst 
cficiency and precision arc requcstcd becausc of 
political reasons. 

Many of the possible scenarios for military actions 
ask for a de-escalating strategy. For this rcason, 
collateral damage, i.e. a n y  harm to humans not 
involved, damagc to infrastructurc and to lhc 
cnvironnicnt has to bc avoided as  far as possiblc. 
Also, Cor all countrics participating i n  UN 
missions there will be high donicstic political 
pressure to avoid casualties of own personncl. 
This implies that the weapons used have to be of 
highest precision in hitting thcir target and in thc 
cffect they excrcisc on it. This implies thc use of 
weapons oE high intelligcnce and autonomy - 
which also helps tho rcdncc the crews needed - 
and of arms with minimal sidc effects, so-callcd 
surgical weapons. I n  many cases non-lethal or 
less-lethal weapons are rcquired (Rck 5-8).  

Especially for humanitarian missions, but also for 
high flexibility i n  geographical cngagcmcnt with 
limited troops an accurate and safe delivcry of 
supply is of very high importance. In almost all 
scenarios an excellent scouting or observation is 
necessary. Usually, these observers must havc 
a very low signaturc, in sonic sccnarios they must 
be as invisible and inaudible as possiblc. 
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2.2 NEW TECHNOLOGIES FOR 
MISSILES 

The new demands on modern missilcs can be met 
much casier thanks to thc fact that in the last years 
a lot of ncw technologics have been developed 
which can be used for these new tasks. Other well- 
known missile technologies have been improved 
or became cheaper and more reliable. Using all 
the new possibilities for the different components 
one already would come to an advanced missile 
design (Fig. 1). Some of the new technologies are 
only of indirect influence on aeromechanical 
design, namely by the design requirements or by 
new systcm cliaractcristics. Othcr technologies 
dircctly introduce aeromechanical problcms or 
rcqiiirc profound studies in aerodynamics, thermo- 
dynamics, aeroelastics or signature simulation to 
check the realizability of the new concepts. 

Despitc of the ncw technologies, the basic compo- 
ncnts of a missile (Fig. 2) are still the same as for- 
merly. Evcn their principal relationship to aero- 
mechanics (Ref. 1) is in many cases very similar. 
Thcrefore, only a few additional aspects are 
incntioned here. 

Advanced warheads may influence the general 
design of the frontpart of the missile. Submunition 
causes aerodynamic problems during separation 
and by multibody intcrference effects within the 
cloud. Missiles that are intended to fight armoured 
targets like tanks or bunkers often will use pene- 
trators with high L/D at very high velocities 
(Ref. 9). The start of such projectiles - with a sabot 
from a high enerby gun or from a missile during 
tlie endgame - is connected with questions of aero- 
dynamic interference and aeroelastic response. 

Modern turbo-propulsion units have reached a 
price level which makes them attractive for mis- 
siles. This leads to new design solutions mainly 
for low-speed vehicles. New types of fuel make it 
easicr, on one hand, to reach higher velocities 
which arise problems of high-speed aerodynamics 
and of aerothermodynamics. On the other hand, 
smokeless fucls or such of low signature offer thc 
chancc of new data link concepts. Novel propul- 
sion systems like ranijets, ramrockets (Fig. 3) and 
others (Refs. 10-14) ask for new missile geomet- 
ries and lead to dikrent  flight conditions (Fig. 4) 
that havc to bc niodclled by aeromechanics. 

The guidance system (Refs. 15-17) in a more 
general sense not only consists of the classical 
types of homing, beam-riding, command and 
inertial systems (Ref. 1) but also includes data 
acquisition and transmission by the missile. 

The existence of cheap PC's in each unit of the 
troops, very cheap and very powerfill electronic 
components allow new system fcatures and may 

lead to more intelligent and iiiitoiiomous missilcs 
or to more elaborated launch and guidance units. 

New data links like lascr beam or glass fibrc 
optics give the opportunity for a more precisc 
homing and for transtnission of a lot of data 
acquired. This gives a bcttcr chance for 'surgical 
strikes'. The same is true due to new possibilitics 
in picture scanning, proccssing and interpretation. 
High power television cameras or improved IR, 
MW or Radar sensors with higher sensitivity, 
higher spatial resolution and larger range can find 
or identify a target with much higher precision. 

For missiles with higher velocity or largcr range 
the aerodynamic hcating of the sensor doincs oftcn 
becomes a problem (Fig. 5 ) .  For IR doincs activc 
coding or the use of covers might be a solution. 
New materials are developed and tested Cor ra-  
domes for such cases. Bcsides tlie determiiiatioii 
of ciptical or dielectric parameters to guarantce thc 
necessary sensor performance of the materials and 
the structures, also aerodynamics, tliermodynm- 
ics and aeroelastics arc needed to check thc appli- 
cability during the flight of the domes designed. 

The use of GPS for navigation has become coni- 
mon and leads also to much higher precision but 
also to the preference of certain flight manocu- 
vres. Laser or radar altitnctcrs are or much highcr 
precision and are much more independent of thc 
environment than the classical ones. New coli- 
cept:; of guidance and control (Refs. 19-20) like 
the observer tcchniquc (Ref. 2) or seeker based 
fusing and new mathematical methods like fiuzzy 
logics (Ref. 21) lead to IICW challengcs in thc 
flight paths aimed at and to the nced for more 
precise aerodynamic inodcls (Fig. 6). 

Especially for high velocity missiles the use of 
classical control surfaces is a problem because of 
the high temperatures reached by aerodynamic 
heating, mainly in the wing tips. In such cascs, 
but a:ko for others where it seems favourable, 
new control mechanisms have been developcd. 
Apari: from different Lypcs of tlirust vector control 
(Fig. 7) there is mainly the jet reaction control by 
lateral thrust that is favoured. A new method with 
still many practical problctns to be solved is thc 
bending nose concept (Ref. 23). As for the 
deflected surfaces or for mechanical spoilers 
where the forces and nionicnts introduced arc 
aerodynamical in nature, the applicability and the 
characteristics of the new control methods cqually 
have to be considered by the aerodynamicist. I n  
the ca:se of jets thermodynamic problems may be 
of importance, too. A new type of deflecting 
surfaces are the grid fins with their very interest- 
ing characteristics. They have been in use already 
for many years (Ref. 24) but have not found much 
response in the Western hemisphcre. 
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The gencral outer design of a missile is tradition- 
ally found as a compromise between aeromecha- 
nical demands and component needs. The use of 
new materials like ceramic or fibre inforced 
materials (Ref. 25) and the tendency to favour 
light-wcight structures lcads to an increase in the 
importancc of an adequate description of their 
aeroelastic and acrothermodynamic properties. 

A lot of new ideas for optimal aerodynamic design 
of missiles arc being produccd in systcm studies 
but are oftcn disappearing again or have to be 
modified severely after more detailled research. 
New gcometries introduced by novel control sur- 
faces have been mentioned already. Recently, the 
ring wing has reappeared as an optimal stabilizing 
device (Ref. 26).They have been considered in ear- 
lier times already (Refs. 27 and 28) but seemed 
not very favourable at that times in several 
projects. The fact that they are designed to be 
deployable now could make a reasonable differ- 
cncc. Variable gcometries as movable wings are 
used for keeping up an optimal value for the 
stabilization of the missile when a large shift of 
the center of gravity occurs during the flight. 

For high specds the conccpt of the waveriders has 
been dcvcloped to givc solutions for optimal acro- 
dynamic shape (Rcfs. 29-32). Today first designs 
exist that are not only geometric guidelines but are 
more project oriented (Fig. 8). Nevertheless, these 
configurations usually are intended rather for 
hypersonic transport than for tactical missiles. 

In general, more integrated designs - integrated 
intakes (Fig. 9) or sensors or conformal carriage 
of storcs - are considered everywhere because of 
the wish for reduced drag (Fig. 10) and for higher 
velocities. 

On the other hand, there is a trend to develop 
'stealthy' missiles, espccially for lower velocities 
and long ranges. Many of the conccpts seem to 
bc in massivc contradiction to an optimal acro- 
dynamic shape. Facetted surfaces and a large 
number of sharp cdges lead to highly separated 
flow and to unfavourable and almost not predic- 
table interference effects of the vortical and tur- 
bulent downwash. This makes it necessary to 
optiniizc the geometry of low signature missiles in 
an integrated procedure between aerodynamics 
and signature simulation. Similar geometry 
problems - but without the signature restrictions - 
have been known for a while from dispenser 
weapons (Figs. 11-12) with their unconventional 
shapes of non-circular cross section (Ref. 35). 

Anothcr 'geometry' that is a challenge for the 
aerodynamicist are the parachutes and gliders 
used to decelcrate submunition or loads or which 
shall prolong the flight time or distance. To 

simulate the very complicated aerodynamic 
characteristics of parachutes (Fig. 13) one has to 
include the behaviour of flcxiblc menibraiics of 
irregular shape including tlic opening proccdurc, 
the complex flowfields of scmi-permeable walls at 
a wide speed range and the usually very scvcrc 
and unsteady aerodynamical and flight 
mechanical interference between the parachutc 
and the load connected with it. The problems 
increase if one has to guarantce ;I controllcd 
flightpath with a parachutc or a glider. 

e 

2.3 NEW FOCAL POINTS FOR TARGETS, 
MISSION SCENARIOS, AND OPTIMAL 
CHARACTERISTICS OF MISSILES 

2.3.1 TARGETS AND SCENARIOS 

Because of the new geopolitical situation dis- 
cussed above, new demands i n  missile charactcr- 
istics have appeared. If  one considcrs the typcs of 
targets involved in possiblc conflicts one finds out 
that not too much has changed. This conics from 
the fact that offensive weapons and military in- 
stallations are principally the samc. But thcy inay 
be distributed all over tlic world now and arc part 
of new and very different scenarios. Thercfore, thc 
changed conditions of combat situations requirc 
new features of future missiles. 

The following targets or missions have to be 
expected as the most important ones. Tlic main 
requirements for missilcs relevant to acromecha- 
nical design are added. 

- Little armoured individual targets or 
formations (trucks, bridges, runways, 
launchers, infrastructure) 
+ short to long range, scattered muni- 

tion, manoeuvres at low altitudes 

+ medium to long range, high kinetic 
- Bunkers and sheltcrs 

energy 
- Tanks 

+ short to medium range, fast reaction, 
high kinetic energy, niiiiioeuvres at 
low altitudes 

- Helicopters 
--+ short and medium range, fast reaction, 

possibly high kinetic energy 
Fighter airplanes (mostly low-level flight) or 
offensive missiles of differcnt type 
4 short to medium range, fast reaction, 

Cruise missiles (tcrraiii-following or low- 
level flight) 
+ short to medium range, fast rcaction, 

- 

high manoeuvrabi 1 I ty 
- 

high manoeuvrability 
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I '  

- Sea targets (above sea surface) 
+ medium to long range, sea-weaving 

- Sea targets (below sea surface) 
-+ mcdium range, surface effects 

- Tactical ballistic missiles (TBM) 
+ fast reaction, short to long range, 

high manoeuvrability 
- Radar installations or detectors 

(for moving targets) 

manoeuvres 

+ fast reaction, high manoeuvrability 

- Defense missiles 
+ short range, fast reaction, high ma- 

Highly accurate drop of loads (supply) 
+ low cost 

+ short range, very high reliability 

+ short rangc, low signature 
Gencral surveillance (snipers, gun positions, 
troop movements) 
-+ short to medium range, low signature, 

noeuverability 
- 

- Delivery of non-lethal weapons 

- Obscrvation o i  battle fields 

- 

long operation time 

In addition to these specific requirements modern 
missiles have to operate in all geographic and 
seasonal environments like arctic, tropic, desert, 
sea-level, high altitude, and in some cases also in 
the higher atmosphere. In each case a surgical 
strike should be possible which claims for very 
high precision and effectiveness. Also because of 
the demand for low collateral damage and for cost 
effcctive actions, high penetrativity is necessary. 
This can be reachcd by either very high velocity, 
by csccution of manoeuvres (sea-weaving) or by 
low detectability of the own missile. The latter can 
be ensured by terrain-€allowing or by low signa- 
ture design. 

2.3.2 MISSILE TYPES OF CURRENT 
INTEREST 

According to the general demands for new mis- 
siles to be developed against the different targets 
that are listed above, one can define a selection of 
missile types of special current interest. Most of 
them are focal points of international studies or 
development activities as far as it can be derived 
from recent publications. A selection of project 
solutions of current interest for different mission 
and target types and of their corresponding major 
aerodynamic problems was given in Ref. 4. Here, 
missiles having modern aeromechanical features 
are referenced. Their characteristics have to be 
derived in detail from the new scenarios and can 
make use of the modern technologies mentioned. 

- Tactical Ballistic Missiles (TBM) 

In Germany, like in most of the NATO countries, 
missiles of this type are not dcvcloped. Nevcrthe- 
less, to provide reliable dala for simulations of 
TBM targets as ;I basis for the design of dcfcnsc 
systcms thcir aeromechanical data havc to bc 
invcstigated. This includcs results like aerody- 
namic model, stability, probable flight pallis and 
signature levels (plume signature during boost 
phase and signature of the heated rc-entry 
veh:icle). 
The long range and thc very high velocity i n  
atm.ospheric heights otlierwise unusual for niis- 
siles arise aerodynamic probleins similar to those 
of space vehicles. In addition, there will be 
manoeuvrable TBMs in  future introducing the 
problems of suitable control niechanisnis and of 
the i*esulting unconventional rrcc flight conditions 
during manoeuvres. 

&:rsonic and HirJh Velocity Missiles 
(general remarks) 

Demands for high kinetic energy, short rcaction 
time and h g h  penetrativity can be satisfied by 
reaclhing high velocities. According to the differ- 
ent target and mission typcs several classcs of 
high velocity missiles cau be defincd. Besides the 
aerodynamic behaviour the design aerodynamicist 
has to consider in this field mainly thc acrotlicr- 
modynaniic characteristics. This immediately is 
connected with the problem of suitable materials 
withstanding the heat loads and the aerodynamic 
loads equally. Another severe stress for the surfacc 
structure are erosion cffects by dust grains and 
rain. Because of the high missile velocity thcir 
impact is of such high kinctic energy that scverc 
damage will occur. 

m r s o n i c  proiectiles 

Penelrators shot from clectro-thermic or clcctro- 
magnetic, rail or coil guns (Ref. 9) are mainly 
intended as anti-tank wcapons or last-ditch TBM 
and air defense as a kind of an improved shell. 
These kinetic energy (KE) projectiles acquire their 
lvgh (energy by very high velocity (between about 
Mach 6 to 10) and relatively high mass. Since the 
velocity decreases fastly, their range is limited to 
several kilometers. Because o i  the gun launch, 
they have a very small inncr dead region. Thc 
effect of the high kinetic energy impact is utilizcd 
by the optimal penetration charactcristics of :in 

high 1 J D  core. 

The construction of the hypersonic projectilcs is 
very simple: They consist ofa long 'rod' pcnctrator 
of heavy-wcight metal and some aerodynamic 
appendages for drag-rcduction and stabilization 
(Fig. 14 and Ref. 38).The hit probabilily - 
especially for air targets - can be increased 
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considerably by using guided projectiles. A 
fnvourable guidance prinprinciple is the collision 
point oriented line-of-sight guidance (Fig. 15). 
Tlie control devices may consist of a lateral thrust 
system or of a bending nose (Fig. 16). The main 
work packages within the aeromechanical context 
are the determination of the aerodynamic and 
aerothermodynamic characteristics (Refs. 37, 38 
and 40). A specific problem is the determination 
of the correct drag coefficients and the correlation 
of its cxpcrimentally found value to the corre- 
sponding frec-flight one (Ref. 4 l ) ,  especially since 
tliesc projectiles have relatively large body grooves 
to hold a sabot (Ref. 42) that functions ;IS a bore 
rider inside thc gun tube and that separates at a 
short distancc from the muzzle of the gun. The 
effects of internal ballistics and of sabot separa- 
tion niay cause severe initial flight path errors 
(Fig. 17) and, thcrcfore, must be modelled care- 
fully. But it is often very dificult to simulate the 
aerodynamic bcliaviour in thosc cases bccausc of' 
lhe high iiuniber of parameters involved and 
because of the multi-body interference during the 
scparation of thc sabot fragmcnts (Rcf. 43). A 
similar problem ariscs when a penetrator foIIows 
an advancing projectile in a tandem flight. For 
projcctiles with vcry high L/D or with special 
structural designs acroelastic deformations have to 
be considcred in addition, especially in the launch 
and the impact phases. 

Hypersonic missiles - short range 

High velocity missiles for short ranges can be 
used in complement to projectiles for similar 
missions. The inncr dead region is higher - i n  the 
order of scvcral hundred meters - since the accel- 
cration takes placc outside the launcher. On the 
other hand, these missiles can carry their kinetic 
cncrgy over ii higher distance and they are nia- 
noeuvrable. This qualifies them for air defensc 
against targcts like TBMs (last ditch), missiles 
and aircraft, bul they can be equally used against 
tanks or helicopters (short reaction at sudden pop- 
up), sec Rcf. 44. To reduce the reaction time while 
keeping thc possibility to aim at targets approach- 
ing from any direction, vertical launch followed 
by a fast turn manoeuvre to almost horizontal 
flight is used i n  most cascs. Again, aerodynamic 
and aerotlicrmodynaniic characteristics of high- 
speed flight (around Mach 5 to 8) at low altitude 
have to be determined. Aeroelasticity niay be of 
importance in the case of light-weight structures 
and for partly or completely burnt-out booster. An 
additional problem are the characteristics of the 
control devices as surfaces, lateral thrust, or thrust 
vector control. The selection of surface materials 
(maybe ablative) and the guidance unit (radome) 
arc otlicr areas of present research. The data link 
might be realized by a laser beam. In this case the 
shape and the transmissivity of the plume in de- 
pendence of fuel chemistry and of flight condi- 

tions are of high import;ince and have to bc 
simulated by the aerodynamicist. 

Hwersonic missiles - lonc ranEe 

High velocity missiles for mediuni to long rangcs 
have similar features to thosc of short range. The 
speed probably will be a bit lower (around Mach 4 
to 6 )  and the typical cruise height would be bet- 
ween several hundred and scvcral thousand. 
meters (Ref. 44). Tlie niain rcason to strive for 
high speed in this case is not so much tlic IICCCS- 
sary kinetic energy anyniore in most cases, but Ihc 
better penetrativity without using stealth fcatures. 
The aspect of relativcly sliort reaction time will be 
still of importance in many cases, of course. If thc 
speed is not too high a low signature level will 
gain increasing importance again with incrcasing 
mission ranges. Diffcrent control mechanisms will 
be of interest here probably and diffcrent guidancc 
laws, navigation methods and data link systcins 
will be used for these missiles. Although the spccd 
is a bit smaller, aerodynamic heating nornially has 
an even higher priority becalm of tlie longer 
flight time. Structural heating and heat transfcr to 
components have to be considered in this case, 
too. Materials and aerothermodynamic charactcr- 
istics of radomes liavc to be cliccked (Ref. 45). If 
air breathing propulsion is used for this type of 
missiles, geometries with optimized drag charac- 
teristics as highly integrated intakes are favour- 
able. This leads to unconventional, non-axisyni- 
metric shapes (Fig. 18) with tlie corresponding 
extended aerodynamic riiodcls that have to bc 
generated. 

Dispcnsers 

The niain task o fa  dispenser is to carry a load 
and to drop it after some distance. This load may 
consist of sibmunitions of different kind, of a 
penetrator with an acceleration device, of non- 
lethal agents or of anything that has to be trans- 
ported and distributed. Sincc the 'cargo' is covercd 
by tlie dispenser airframc for almost tlie complete 
mission time it may be of quite un-aerodynamic 
shape. There are dispensers carried only as a 
store, others with a free--flight phase without pro- 
pulsion and, therefore, only sliort range, and long 
range dispensers with diffcrent types of propul- 
sion. The typical flight height is tcrrain-followiii~ 
up to about 100 meters, tlie average velocity is 
transonic but there is the tcndency to incrcasc i t  to 
the low supersonic regimc. For long ranges low 
signature designs bcconic necessary to assurc for a 
sufficient penetrativity. According to the scenarios 
to be expected the stand-off feature is of high 
importance. 
A lot of aerodynamic problcnis arisc from the 
unconventional geonictry of the dispensers and 
even more if a stealth configuration has to be 
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considcred. The large number of inclined cdges in 
combination with lift and control surfaces situated 
at unconventional positions and perhaps with in- 
takes lead to highly separated flowfields around 
the missile with severe interaction effects and, 
therefore, to very complicated aerodynamic 
models. Store carriage and store separation 
siniulation show an inhomogeneous outer flow 
additionally. Unsteady effects have to be expected 
and m,akc it incaninghl to execute a coupled 
;ierodynaniic/flight mechanic simulation for such 
flight periods. The same is truc for gusts and even 
riiorc if thc dispenser crosses the jet flow behind 
the airplane. The flight at low altitudes including 
street tracking or terrain-following manoeuvres 
asks for high precision aerodynamic inputs into 
thc guidance and control loop. The ejcction of tlie 
subinunition usually is not the problem of the 
dispenser any more, except in those cases where 
tlie distribution takes place over a long distance. 
In this casc open submunition tubes may aKect 
severely the fiirther flight. For long range dispen- 
sers with higher velocity or for ones with IR 
domes aerodynamic heating might become of 
importancc. If low signature design is strived for, 
;I simulation of, mainly, radar cross section (RCS) 
and IR emission is rieccssary in the early design 
process. 

Subrnuriitions 

Thcrc is a wide varicty of submunition types. 
Their targcts may be tanks or tank formations, 
bridges, runways, and other objects of tlie infra- 
structure. Also penetrators (bunker busters) or 
mines and other similar effectuators can be carried 
as a kind of submunition by a dispenser. In some 
cases the load has to be distributed regularly over 
a certain area, in other ones the flight time and 
range of the submunition has to be extended to 
allow a longcr detection time ofa  suitable target. 
Other submunition must be stabilized from their 
almost completely accidental flight conditions 
rcsulting from the irregular interference efl-ects 
inimediatcly after their ejection, so that their 
impact angle at thc targct is reduccd to a minimal 
value which allows a corrcct operation of the war- 
head (Fig. 19). All these functions are executed by 
appropriatcly adapted rctardcrs, parachutes or 
gliders (Figs. 20 and 2 1). The geometry of the 
submunition may bc very simple - often like a can 
- or may consist of a quite involved system 
(Fig. 22). 

The first aeromechanic difficulty of these sub- 
rniinitions is to model the aerodynamic character- 
istics of such unaerodynamic objects for subsonic, 
transonic, supersonic and even hypersonic veloci- 
ties and for any flow angle. Especially the inho- 
inogcrieous flow conditions caused by interfercnce 
effects are of high importance for the correct flight 

sirnulation. There are first intcrfcrences with llic 
dispenser during and shortly ; i k r  the cjeclion 
(Ref. 48) where the body axis of the submunition 
may be normal or parallel to that of tlie dispcnser. 
Another type of intcrfercnce is that between the 
submunition bodies within the cjected cloud 
(Rcf. 49), also under normal or axial flow condi- 
tions. Fig. 23 shows the complicated vortical flow 
around a set of three interfering bodies at normal 
flow angle. Another typc of interference occiirs 
between a submunition and the diffcrent kinds of 
retarders. Some of thcni arc similar to unconvcn- 
tional control or stabilizing devices, but para- 
chutes or gliders arise additional findamcntal 
problems (Ref. 36). The parachute consists of ii 
nieinibrane deformed by acrodynamic loads 
(Refs. 5 1-53). The corrcsponding aeroelastic 
effects arc of outstanding evidence during tlic 
inflation (Fig. 24). Another unconventional acro- 
dynamic feature of the parachulcs is thc porosity 
of the material which modifies considerably the 
flow parameters (Fig. 25). Therefore, the detcr- 
mination of aerodynamic cocfficients for para- 
chutes (Ref. 55) and for gliders (Refs. 52 and 56) 
is rather involved. In addition to that, thc interfcr- 
enco erfects between submunition and tlie canopy 
have to be considered (Ref. 57). Fig. 26 shows 
such a case with separalcd vortical flow bcliind a 
load, modelled by 3D point vortcs tracking, and 
its interaction with a simple spherical canopy with 
a ceintral hole and with vortex sheets rolling up 
from the inner and outer edgcs. Although this si- 
1nuli1tioli is already vcry expensive with respect to 
an efficient design proccss, therc are still several 
important aspects not considered yet. This is not 
only the porosity and thc flexibility of the material 
and ithe time-dependencc of the flow caused by tlie 
unsteady separation, but also the close coupling 
between the flight mcchanical behaviour of the 
parachuteAoad system with their internal degrecs 
of freedom (Ref. 59) that should bc includcd, sincc 
it leads to an unsteady onsct flow. 

Fiber optic guided missilcs 

The new technology of broad band signal lrans- 
mission by optical fibcrs ovcr distances up to 
aboul 150 kilometers offcrs the chance to dcvelop 
system with completely new features (Rcf. 60). 
The missile carries an IR or visible light camera 
which transmits the pictures i n  real time to a 
screeii where the information is used by tlie 
launch crew to guide the missile. In this way a 
very high precision in the flight performance can 
be reached. This allows surgical strikes with 
conventional warheads or with non-lethal agcnls. 
The missile may be launched from a protectcd 
position and can reach protected areas, hiddcn 
places: or points within narrow streets i n  citics. 
The new and cheaper turbo-engincs for missilcs 
offer c:ontrol of thrust and provide adaptable 
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specd and, therefore, allow for a good coordina- 
tion of connccted missions. Because of the data 
transmission rate that can be realized at the pre- 
sent time, the flight velocity has to be subsonic. 
This, on the other hand, makes it easier to reach 
high manoeuvrability. For long range missions the 
penetrativity has to be increased by low signature 
features for all sensor domains to be expected and 
additionally by sea-weaving or similar manoeu- 
vres. The optical fiber is of high strength and, 
thcrefore, produces no severe aeromechanical 
problems, although a coupling between aerody- 
namics and elastic behaviour has to be consi- 
dered in principle (Ref. 61). The determination 
of the aerodynamic characteristics of the missile 
should be a standard problem in general. To avoid 
a contxt bctwccn the fiber and the hot turbojet 
thc exhausts usually will be situatcd laterally. 
This, however, will cause interference effects with 
the fins and so the control efficiency of the nid- 
ders as well as the aerodynamic stability must be 
assured. Also, the heat of the jet may affect the 
surface or the structure and thermal protection has 
lo be provided. Therefore, the jet flow has to be 
siniiilatcd and the thermodynamic behaviour of 
the components involved has to be estimated. For 
long range missiles the signature of all relevant 
frequencies (mainly radar and IR) has to be simu- 
lated and the geometry has to be optimized accor- 
dingly. In this case, similar to the dispensers, an 
unconventional shape has to be expected. This 
shapc with a lot of relatively sharp cdges will also 
in  the subsonic flight regimc cause scvere sepa- 
ration and correspondingly very difficult vortical 
intcrference cffects. 

Reconnaissance and observation vehicles 

Drones of different kind and for different types of 
missions have been used for a long time. Accord- 
ing to the new demands in situations like out-of- 
area missions, conlined and low-level confron- 
tations, disarmament, armistice supervision, in- 
spection, or boycott control, there will be an in- 
creasing requirement for vehicles of this type. The 
design goals imagined by possible users often 
sound very fabulous: An ideal observation vehicle 
would bc invisible and inaudible, would have un- 
limited flight range and mission lime a t  co-inci- 
dcntly high manoeuvrability and i t  would observe 
and transmit any relevant optical, acoustical and 
other information from protected and hidden 
areas, even from the inside of buildings. To meet, 
at least to some extent these phantastic ideas, one 
has to develope a vehicle that has an extremely 
low signature not only in the various electroniag- 
netic frcqucncies but also in the acoustic regime. 
It needs a lift producing device capable to carry 
the neccssary sensors and the transmission system. 
The propulsion system has to be as efficient as 
possible to save fuel and to stay at a low noise 
level. I n  iiiany cases light-weight structures and 

unconventional geometries are used in ordcr to 
realize fold-up wings. LiEt and propulsion systciiis 
have been realizcd by balloons, gliders, hclicop- 
ters or airplanes with propellers or turbo-engines. 
For aerodynamicists the simulation of such sub- 
sonic systems is standard in most cases. A 
challenge is to optimize the lift and propulsion 
system in order to produce minimal drag and to 
assure for an extremely low signature level. I n  this 
case aeroacoustics, i.e. thc noise produced by the 
flow, could be of importancc, especially if thc 
vehicle carries an acoustic scnsor. 

Supplv gliders 

As mentioned before, thc safe and ;iccuratc dcli- 
very of supply or geiieral loads i n  confincd and 
insecure areas has gaincd iiicreasirig importancc 
in the new scenarios. Scveral concepts have been 
developed recently. A possible confibwration 
(Fig. 27) consists of a glider and of different 
devices to assure for a soft and accurate landing. 
The freight may have a wcight of up to 5 tons. 
The flight range will be 3 to 5 times the drop 
altitude which means up to about 50 kilometcrs. A 
minimum of manoeuvrability is needed (Fig. 28). 
Since the system must be as cheap as possible, 
standard components have to be used. Similar lo 
submunitions with parachutes the aeromechanical 
challenge consists in the sufficient description of 
the aerodynamic beliaviour of thc glider and of llic 
load and in the flight nicchaiiical description of 
the coupled and heavily intcrfering unsteady 
system, espccially as far :is manoeuvres arc to bc 
concerned. 

Multi-purpose missiles 

A general feature of future missiles has to be 
emphasized separately since i t  cannot be derivcd 
from a survey table of this kind:There will be ;in 
increasing importance of multi-purpose weapons. 
Because of decreasing budgets, closer interna- 
tional cooperation, smaller independent operation- 
a1 units and higher geographical and seasonal 
flexibility, troops often don't havc the opportunity 
to be equipped for all evcntualities. They rathcr 
need missiles that arc ;ippropriatc agaiiist scveral 
typcs of targets and that are fit  for all-weather 
missions. The weapon systems have to be adap- 
table easily to new or iiiiproved components, also 
of other nations, which ineans a very modular 
set-up, and they havc to be of good transporta- 
bility. For missiles an idcal system would be one 
with exchangeable warheads allowing dosable 
effects for different missions and perhaps with 
exchangeable guidance units with sensors that 
are optimal for different environments and 
scenarios. In this way the number of different 
missile systems necessary for different targets 
should be reduced considerably. 



2.3.3 DESIGN AND DEVELOPMENT 
DEMANDS 

From the new targets and scenarios a group of 
missile types of present interest was derived and 
listed above. If one summarizes the design and 
developnicnt goals assigned to them one can find 
several gcncral tactical design and development 
dcmands. In many cases technological objectives 
can be dcrived dircctly from them. The major ones 
are: 

High penetrativity means low detectability of thc 
missile or low chance for defense for the attacked 
target. 
This can be rcalized by 

- high velocity which leaves not enough time to 

- low altitude flight and pop-up manoeuvres which 

- statistical nianoeuvers like sea-weaving or 

an attacked enemy to react properly 

also leads to unawareness 

screw-shaped flight that make it difficult for a 
defensive missilc or other measures to find their 
target 

- low signature features (stealthy missile) in all 
sensor regions that could be relevant for a 
detection. 

High eficicncy of the mission means to have a 
high probability to hit the target with a correctly 
operating missile and to give the warhcad an 
optimal chance to produce the desired effect. 
Scverd aspects are of importance here. 
They are 

- high precision directly at or after launch asks for 
small deviations of the thrust vector, of the 
separation from launcher and of interferences 
during the start phase and allows an high hit 
probability for very short distances alrcady 
(small inner dead region) 

- low structural aeroclastic or thermic loads 
during the flight for all components by using 
suitable materials, by cooling (active or passive) 
and by optimizing the flight path guarantee the 
propcr operation 

- intelligent guidance realized by an autonomous 
system of a precisely working sensor and ad- 
vanced software or by integrating the human 
guide into the loop by using a very good data 
link 

- precisely working control devices allow high 
precision manoeuvres at the appropriate time 
and should ccrtify high hit and kill probabilities 
even for high velocity flight or for long ranges 

- high kinetic energy at the target if penetration is 
planned. 

High flexibility of the missile system is of increas- 
ing importance because of the new political situ- 

ation. It makes possible a wider field of action and 
reduces the overall costs. 
Important aspects are 

- adaptability of the system to increased demands 
or to advanced technologies without a new 
clevelopment phase by using an high modularity 
cd the system 

- development of multi-purpose systems, also sup- 
ported by an high niodularity and decreasing 
costs for acquisition, maintenance and logislics 

flexible installation, modularity of the complete 
system and low-weight components 

- suitability for xctions within a widc range of 
regions, environmental conditions and inler- 
n;itional cooperations without larger adaptions. 

- high transportability and mobility including 

These immediate tactical demands are also the 
main criteria for the aeromechanical design. To 
meet these tactical demands the acrodynaniicist 
has to derive special aeroiiieclianical demands 
which he has to accomplish as well as possible. 
Consequently, these aeromechanical design 
criteria are the preconditions within this spccial 
technological field to meet the original demands. 
The core of the aeromechanical know-how is 
found here. Important points are 

- sul'ficiently exact prcdiction of all aero- 
mechanical characteristics for all relevml 
geometries and flight conditions 

- sufficiently exact prcdictioii of the aerody- 
namical and other acroniechanical reactions 
to (sometimes unsteady) changes in  those 
parameters 

- securing a suf'ficiently high (or low) stability Tor 
all :flight conditions in  spite of changing centcr 
of gravity and of unfavourable aerodynamic 
shaipes like submunitions, dispensers or stcalth 
configurations or of aerodynamically optimized 
but unconvential geometries 

- development of relatively optimal aerodynamic 
shapes for the complete missile or for compo- 
neni:s (wings, rudders) within the limits sct by 
aeromechanical or other design demands 

- optiinization of the shape to reach ii minimum 
(or - for retarders - niasinium) drag 

- description of flow paranieters in  areas that ;ire 
of interest for other specialists (arterbody flow, 
plume, intake). 

Some (demands have to bc me1 in very closc co- 
operatilon with other spccialists. Such subjccts arc 

- development of control dcvices with exactly 
defineable and fastly reachable build-up of 
lateral forces for all flight conditions 

- reaching a fast and high manoeuvrability by 
bank-to-turn or skid-to-tuni control 
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- integral aerodynamical and flight mechanical 
simulation of unsteady or other highly time- 
dependent manoeuvres 

- development of methods to reduce the aero- 
dynamical, mechanical and aeroelastical loads 
of the surfacc and the structure or development 
of materials to endure these stresses 

thermodynamic loads of surfaces, structures and 
components by constructive measures, by active 
or passive cooling, by finding aerothermically 
optimized flight paths or development of new 
materials able to stand those stresses 

- development of IR domes and of radomes suit- 
able for high velocities 

- design of stealthy missiles with low signature 
levels in all possible domains (this is often 
already a primary demand) 

characteristics. 

- development of methods to reduce the aero- 

- simulation of plume emission and transmission 

2.4 INCREASED DEMANDS TO 
AEROMECEANICS 

A large number of detailled work packages can be 
derived from the design demands listed above and 
from the specific questions arising in connection 
with the different missile types. Some of these 
subjects have been mentioned above shortly. Here, 
a more systematic overview is given. 

A general remark has to be made here: A survey 
like the present one easily imposes the impression 
that all problems in this field are more or less 
solved and that there are only a few questions 
open, mostly in coincidence with the present work 
of the author. In our case this impression would be 
wroiig. Certainly, project aerodynamicists all over 
the world are able to handle a lot of very difficult 
problems - often simply because they have to 
handle them somehow - but there is no doubt that 
in almost all particular subjects there is a need to 
improve the ftindamental knowledge on physical 
relations, the cxperimental and mathematical 
siniulation models and the performance of all 
design tools. 
In addition, there are the new topics where ideas 
perhaps existing already in other specialized areas 
have to be transferred and extended to the needs of 
missile design. For the many questions that are 
still open we have to find answers in the future or 
we have at least to prepare methods to produce 
Grst qualitative rcsults. 
Several of the subjects arising within this context 
will be discussed later in the present or one of the 
following lectures in greater detail. In this case 
only a few key-words are listed here. The same is 
true for subjects that are still of very high or even 
increasing importance but that are well establi- 
shed and where, therefore, it seemed not to be 
necessary to summarize them in detail. 

2.4.1 AERODYNAMICS 

The standard aerodynamics of the classical missile 
design has nowadays to bc finished in much 
shorter time, to a much lower pricc - which auto- 
matically excludes espcnsivc wind tunncl tcsts - 
and very often with a much sniallcr crror tolcr- 
ance, which makes it urgcntly neccssary to 1111- 

prove the existing design tools. The new aeromc- 
chanical design aspects that are considered in 
addition to the classical ones have been mentioned 
before. As can be seen from the lists above the 
subjects in the following summary will be of very 
different importance for different missile types. 

- General dependence of aerodynamic parametcrs 
from the Mach number, cspecially for the 
transonic and hypersonic regimes. 

- Transonic velocity: incrcasingly, high precision 
results in this difficult reginic are requcsted 
already in the design process. Since many para- 
meters show a high sensitivity to the Mach nuin- 
ber close to thc specd of sound, design methods 
have to be improved here. 

- Hypersonic velocity: main problems are drag 
prediction, shock configurations, shock/ 
boundary-layer intcractions, surfacc roughness, 
interactions between acrodynamics and aero- 
thermodynamics, real gas effects, experimental 
tools for realistic simulation of missiles (sea- 
level pressure, temperature, Rcynolds number), 
conversion of experimcntal data to free-flight 
conditions, data bases to extend semi-empirical 
methods. 

- Surhce roughncss: a gciieral investigation for 
projectile geometries at subsonic (Mach = 0.8) 
and supersonic (Mach = 2.4) velocitics and with 
different types of rough surfaccs was published 
in Ref. 62. 

- Surface roughness bccause of ablating or ab- 
lated coatings: this will <aKect the boundary- 
layer and, consequently, the aerothermodynamic 
behaviour and the drag, in severe cases evcn the 
other aerodynamic coefficients. The simulation 
of this phenomenon is extremely difficult since 
not only unsteady boundary-layer effects are 
taking place but also involved, possibly catalytic 
unsteady chemical reactions under the influence 
of aerothermodynaniic processes. Therefore, [or 
the design aerodynamicist only a very global 
simulation tool for qualitative predictions would 
be applicable. 

- Shockiboundary-layer interaction: a review of 
the subject was given in Ref. 63. 

- Magnus forces are experienced by a body spin- 
ning about an axis which is inclined to the on- 
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coming flow. This cffect is mainly of importance 
for fast spinning prqjectilcs and shells. A rcccnt 
publication (Rcf. 64) presents an appropriate tcst 
rig. Numcrical procedurcs mainly consider thc 
asymmetric boundary layer introduced by the 
rotation. 

- Deliberate angles of attack may appear in missile 
flight. This leads to severe separation effects 
(Fig. 29), but also to the problem that conven- 
tional missilcs can have very unconventional 
cross-scctions in  planes normal to the incident 
flow. When thc incidence increascs the slcnder 
circular body starts with steady symmetric and 
latcr asynimetric separation and goes through an 
unsteady vortcx flow regime to a Karman vortex 
strcet at normal incidence. Very complicated 
scparation features may arise in those rcgions 
(Ref. 65). For missilc wings there will be mainly 
thc problcm of C, ,Illax i n  the region of full sepa- 
ration and lift brcakdown. Downwash and vor- 
tical interactions are additional problems. A 
rcccnt rcview on fundamental problems of 
separation is given in Ref. 66. 

- Deliberate roll angles may appear, too. Design 
methods have to take this into account. 

- Bank-to-turn and skid-lo-turn manoeuvres lead 
to dificrcnt fin dcflcction configurations and 
have to bc implemented into the design tools. 

- The influcncc of flighl allitudc to the aerody- 
namic charactcristics, espccially for thc drag 
and, conscqucntly, to the range has to be 
considered. 

- Unconventional or cvcn 'un-aerodynamic' 
gconietrics of missiles are designed more often 
now (dispensers, stealth geometries, missiles 
with special sensors or antennas, configurations 
with highly integrated intakes, wings, radomes, 
stores and other excrescencies, waveriders, and 
configurations Tor codormal carriage). Ref. 35 
gives a survcy of practical configurations. They 
show scvcre separation at the edges, even niorc 
diflicult to simulate if they arc not sharp. Mas- 
sive intcrfcrence cffects arise between the 
vortical flow and the differcnt lift and control 
dcticcs If thcre is only one symmetry plane 
left (as  for planc wing coifigurations) strong 
coupling effects have to be expectcd for skid-to- 
turn manoeuvrcs. 

- Variable geometries (bending nose, separation of 
a booster or other components, possibly because 
of a defect, variable wings, deflecting tins, 
closed and open intakes) show time-dependent 
fcaturcs and lead to the necessity of an integra- 
ted aerodynamical and flight mechanical 
simulation, where in some cases unsteady 
aerodynamic behaviour might appear. 

- S,pecial geometrics for componciits like grid or 
ring wi ngs show iincoi ivcn t io nal characle rist ics. 
l'hc results of new dcsign nicthods for thcsc 
cases have to be intcgratcd into thc simulation 
of thc full configuration. 

- Intakes for air-breathing propulsion arc a n  
important component of tlie missile airframe 
design. They niay improve or decrease lhe 
overall aerodynamic bchaviour of the missilc 
depending on their shape. Major problems arc 
the quality of the flow ;it the inlet, the drag 
induced by the intake, scparations From edgcs 
oir rrom curvatures and the intcrfcrences induced 
b y  them. A great varicty of different lypcs of in- 
takes have been designcd for different appli- 
cations (Fig. 75). Thc intakcs may appear in  un- 
favourable positions or they niay be optimized 
i n  shape for varying demands. Reviews arc 
given in Refs. 4 and 67-69. To approach stealth 
quality, submerged (Rcf. 70) or flush intakes arc 
cclnsidercd sometimcs. 

- Acrodynamically optiinized shapes ('invcrsc 
problem'): This approach has been ii desire for 
many designers. Because of improved numcric;il 
methods it has now a broader basis for rcsearch. 
At the moment most invcstigations are concen- 
trated on optimal wing design (Rcfs. 71-80), 
probably since there is ;I liinited number of 
independent variablcs that can be optimizcd 
with tolerable effort. Only a few papers deal 
with the optimization of bodics (Ref. 8 I), oftcn 
for waverider shapes. But the non-aerodynamic 
limitations for a body or even more for a com- 
plete configuration are by far too many and too 
strict in most missile design ciises to allow such 
an approach in the near future. 

- Retarders, parachutes and gliders: this subjcct 
has; been discussed alrcady. The main problems 
are the flow around flexible niembrancs, un- 
steady separation, porosity or semi-porosity, 
inflation proccdurcs or other flow-depcndcnt be- 
haviour, severe interaction betwccn thc vortical 
flows of the load and the canopy and strong 
aerodynamic / flight mechanic coupling bctwccn 
both parts and with a high degrce of frcedoni 

- Severe changes in ccntcr of gravity during thc 
flight, mainly becausc of thc burn-out of 
integrated boostcrs or propulsion units, ciiiisc 
difficulties in kceping a proper stability of thc 
mis,sile. Some ideas likc movablc wings or 
others have to be developed to adapt the center 
of pressure correspondingly. 

- The afterbody and base flow accounts for scvcral 
effects in the design of a missile: thc base flow 
may influence the uncoiling of libcrs or othcr 
processes taking place therc. Thc afterbody flow 
field may interferc with fiscd or dcflccting fins 
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situated closely to the base and may change the 
forces and moments. The shape of the base itself 
also may change the performance of a projectile 
(Rcf. 82). But the main influence of the base 
flow on the missile is that it is responsible for a 
considerable part of the drag. This part is varia- 
ble with geometry and speed but will amount to 
approximately 30% for most missiles and can 
reprcsent up to 50% for an unpowered projectile 
at transonic Mach numbers. Thcrefore, it is no 
surprise that a lot of cfort has been made to 
prcdict this charactcristics. Surveys arc givcn in 
Rcfs. 83-88 The attcmpts to reducc this base 
drag arc mainly concentrated on using boattail 
arterbodies which can make an effect of up to 
8% and on the base bleeding or base burning 
techniques (Figs. 30-33) that are often used for 
artillery projectiles (Refs. 91-95). To predict 
base prcssurcs within a design context it has 
turned out that a good approximation is reached 
by calculating the pressure along the body 
contour including a simulated plausible dead air 
region and then to take the value of the body 
baseline for the base pressure. 

- Simulation ofjets and plumes (determination of 
aerodynamical, thermodynamical, chemical and 
optical parameters of thc gaseous constituents 
including dcnsity, velocity and temperature dis- 
tributions of particles of smoke or solid propel- 
lants): this subject is, if taken in full extent, one 
of the most ambitious tasks of modern aerody- 
namics, since a lot of difficult problems shortly 
indicated above are combined here and lead to 
the nccessity of using the most elaborate numeri- 
cal tools to simulate such a flow. In addition, ex- 
perirncntal investigations usually can produce 
only global results but cannot measure the de- 
tailled unsteady structures and parameters. On 
the othcr hand, such numerical studies mean a 
very high effort that is not aflordable for design 
acrodynamics undcr normal conditions. The 
background of most of these calculations is the 
wish to acquire an sufficient basis for the signa- 
ture simulation of the plume. In this case the 
flowfield has to be simulated with all details 
(Fig. 34). There are approximations with two- 
phase or multi-phase flow, flows with different 
loads of dust or grains or with smoke (Refs. 96- 
103). The content and the fraction of particles 
niay have a large infliicnce on lhe shape and the 
parameters of the plume (Fig. 35). In particle 
flow different regimes may be distinguished 
(Ref. 97). In dense particle flow the mean free 
path of particles is small compared with charac- 
teristic dimensions, while in collisionless 
particlc flow the mean free path length is large 
coniparcd with a characteristic length. Only if 
the particlc mass flow is small compared with 
lhc mass flow of the gas phase, tlie gas flow niay 
be considered to be unaffected by the particle 
flow. The particle flow usually will contain 

particles of different size and velocity. By the 
collisions occurring between the particles a 
difisive motion is iqduced that is responsible 
for the spreading of thc particles within the 
plume. According to the high initial tenipera- 
tures of the particles at the nozzle exit, radiative 
heat transfer within thc plunie has to be con- 
sidered and introduces :in high signature level. 
Particles of different size niay have diffcrent 
temperatures which has to be considercd i n  an 
elaboratc model. Evcn Tor the simulation of 
plume signatures or of plume transmissivity for 
laser beams one should use much cheaper tools 
within early design phases, which means scnii- 
empirical ones if 110 olher more qualitative 
model can be found. This is true to an even 
higher extent if plume modcls are only used 
to simulate afterbody flows or interference 
effects of plumes or jets with the missile itself 
(for lateral exhausts) or with fins and spoilers, 
with launchers or airplane components (during 
store separation). In those cases less expensivc 
theories can be used successfully (Refs. 104- 
106). 

- Thrust vector control: different rcalislic typcs of 
this method can be imagincd (Fig. 7), sotiic are 
realizcd or in developtncnt Tor modern rnissilcs 
(Ref. 44). A review of investigations on most or 
the types and of their virtues and limitations is 
given in Ref. 107. There are a lot of mechanical 
problems to be solved to re;iliz.e sucli a system. 
The major task for tlie aerodynamicist is to prc- 
dict the lateral forces and moments induced by 
such a system. In ordcr to do this lie has to simu- 
late the original nozzle flow and the one modi- 
fied by some internal devices (spoilers, injec- 
tions) and the afterbody flow i n  the area of the 
fixed or flexible nozzlc. Oric of the methods to 
modify the nozzle flow is liquid or hot gas 
secondary injection. Basic flow studies 
(Ref. 108) and invcstigalions of sidc forces that 
can be reached by singlc or niultiple injcclions 
(Ref. 109) have been csccuted. 

- Lateral jet control is onc or several control 
devices applicable for niissiles (Ref. 22). It may 
be situated close to thc center of gravity, in  the 
nose or afterbody scction or at the wings show- 
ing different effects on the flow and the missile 
in each case. Although this control nietliod has 
some severe constraints, il is favourable i n  ciiscs 
where low speed or high altitude cause low 
stagnation pressures and where in that way 
small lateral forces arc introduced by control 
surfaces (Ref. 4). It also allows to reducc the 
rcsponsc time of the control and induces addi- 
tional drag only during the blow time. Latcral jet 
control may be realizcd by discrctely working 
pyrolcchnical devices, by continuously blowing 
elements changing the l.hrust direction tnccha- 
nically or by fluidics, or by liquid hiel propd- 
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sion systcms similar to those used in space 
applications. The characteristics of the flow are 
very cornplicatcd (Fig. 36). There have been a 
lot of early investigations for flat plate condi- 
tions, but it turned out that this is a highly 
three-dimensional problem. General aerodyna- 
mic features of a jet in cross-flow are given in 
Ref. 1 11. The literature until about 1985 was 
rcvicwcd in Ref. 112, while information about 
reccnt developments in this area may be taken 
from Ref. 113. The aeromechanical simulation 
of lateral jet reaction control has to take into 
account the local interactions between the jet 
and the external flow around the missile and, 
secondly, the downstream interactions on the 
body surface, on adjacent surfaces and on fixed 
or dcflecting fins. The first interaction leads to 
aerodynamic problems similar to those men- 
tioned for thc plume simulation, but with even 
higher demands because of the asymmetry of the 
cross flow and because of the adjacent curved 
3D body surface. The interaction of the modified 
flowfield with the missile is conventionally 
describcd by an 'amplification factor' defined as 
thc ratio of lateral jet thrust plus interaction 
forces ovcr the value of the lateral jet thrust if 
injectcd into vacuum. Since this coefficient can 
be smaller than 1 for many practical cases 
(Figs. 37 and 38), it is favourable to use the 
neutral term 'jet effectiveness ratio' instead. For 
tlie flight mechanical simulation one needs an - 
at least approximate - value for this coefficient 
during the design process already. No really 
sufficicnt semi-empirical or similar fast and 
cheap dcsign tools have been developed until 
now because of the very high number of geome- 
trical (nozzle and missile) and flow (external 
and jet) parameters involved. The use of ad- 
vanced CFD methods is not applicable in early 
design for extcnded parameter studies but only 
for ;I few numerical checks. The wind-tunnel 
investigations arc diflicult because of the 
complicated flowfield interactions taking place 
and because these interaction forces that one is 
looking for arc only a small fraction of the 
lateral thrust and even more so of the global 
forces acting on the missile. The correlation of 
wind-tunnel results with free-flight data is very 
complicated because of the fact that many para- 
meters cannot be scaled appropriately, especially 
for hypersonic speeds. Systematic experimental 
studies arc very expensive, again because of the 
large number of relevant parameters. Therefore, 
considerable effort is still necessary nowadays to 
aeromechanically integrate a lateral jet control 
system into a missile being designed. Experience 
shows that only numerical methods are able to 
produce appropriate results at the moment. 
Therefore, there is a need to make these tools as 
effective as possible. 

- Merference effects on ;I missile by an inhomo- 
geneous flowfield can be investigated by gene- 
ra1.izing classical aerodynamic methods. Ex- 
ternal flowfields with velocity vectors variable 
for different points of the body surface can bc 
modelled by introducing variable incidence 
an,gles along tlie body instead of ii fixed one. 
Many of the aerodynainic tools used in the 
missile design process - as for exaniple simple 
poi:ential methods or panel programs - present 
this possibility. The potentialities of such 
approximations to get insights into practical 
aerodynamic effects (Fig. 39) arc often under- 
est.imated compared with the more spectacular 
CFD mcthods. The inhomogeneous flow may 
arise lrom the flowfield of ;i gust, of iin airplane, 
an helicopter or other intcrfeering veliiclcs, or it 
ma,y be perceived by tlie missile during launch 
or separation. 

- Midti-body interferencc effects have been nien- 
tioned already. They appear i n  a more gencral 
sen,se in most of the examples listed in the pre- 
ceding paragraph. But within this context wc 
will limit the term to cases where the intcraction 
forces will be noticeablc on both interaction 
partners. This can bc the ciisc during the ejec- 
tion of submunitions (Fig. 40), within clouds 
of bodies, or for missiles in close formation 
parallel to each other or i n  tandem flight follo- 
wing each other. Aeromechanical aspects to be 
considered are the simulation of tlie interacting 
flowfield including severe separations in  most 
cases, interaction of vortical flows and, possibly, 
an integrated aerodyna niical/flight mechanical 
simulation. 

- Uns1.eady manoeuvrcs of the inissile, time- 
dependent changes of tlic outer flow paranictcrs, 
fast changes in missile geometry and niicro- 
scopically (turbulent boundary-layer) or macro- 
scopically (unsteady vortex flow) unsteady flow 
parameters. Strictly spoken, each flow around a 
missile is 'unsteady' since the flight is tinie- 
dependent. But, fortunately, i n  most practical 
cases; one can consider the problem to be quasi- 
steady which means that it can be describcd a s  a 
continuous sequence of steady flow conditions. 
A simple first check of the validity of this ap- 
proximation is to compare the typical times: 
The effect of a disturbance peak within the flow 
expands with the spced of sound, its source 
propagates with about the frce stream velocity. 
This leads to a period of tlie order ofL/U, 
where the disturbance aflccts the flow around 
the missile. 
The description of unstcady flow paranicters - 
which are also the source of aeroacoustical 
phenomena - is a ficld of basic research and 
includes some fundamenlal questions like 
turbulence modelling. But even in the case of 
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quasi-steady conditions there are additional 
forces and moments compared to purely steady 
ones. For a pitching motion of a wing or a body 
an additional external flow is induced resulting 
in a modified angle of attack distribution along 
the axis. This additional angle is zero at the 
pitching asis and varies linearly (Fig. 41). 
Another distribution is induced by a rolling 
motion (Fig. 42). From the appropriately modi- 
fied flow conditions the coefficients for damping 
forces and moments can be derived (Fig. 43). A 
lot of experimental, semi-empirical and numeri- 
cal studies have been executed about this subject 
(Refs. 116-121). 
If thc criterion of quasi-steadiness is not fulfilled 
a completely time-dependent simulation has to 
bc csecuted. It  has to include then all relevant 
aeromechanical aspects (like aeroelasticity, 
control dcflections or lateral jets, propulsion 
characteristics, geometry changes as booster 
separations, flight mechanical parameters or 
structural heating), at least, if their rate of 
change is of similar order of magnitude. The 
force and moment characteristics will show in 
this case a more or less visible hysteresis which 
means, for cxample, that the forces during the 
pitching-up motion have a different 
characteristics from the ones of the pitching- 
down motion. Physically, this means that the 
separation takes place at another angle of attack 
than the reattachment. Some studies of these 
plieriomena have been executed (Refs. 122- 
123), often for wings in pitching motion 
(Ref. 12 l), but for most practical cases in missile 
design such an approach is too expensive 
compared with the additional information 
obtained. One case where such an unsteady 
approach might be justified is a vertical launch 
combined with a very fast turn to more or less 
horizontal flight. 

2.4.2 FLUID MECHANICS AND 
HYDRODYNAMICS 

Problems in this area may appear in missile 
design occasionally and often can be solved by 
using gencralized aerodynamic tools. Subjects 
that are likely to appear are 

- Vehicles bclow sea surface: these may be tor- 
pedos, subinarincs or missiles with a flight path 
partly underwater as, for example, submerged 
launch of missiles. The propulsion of submarinc 
vehicles is normally executed by propellers. For 
some flow conditions cavitation will take place 
which means that two-phase flow has to be 
modelled. 

- The interface between two phases (water and air) 
has an influence on the fluid mechanical charac- 

teristics of vehicles .just above or .just bclow thc 
interface and on the bchaviour of their wakc. 

- Pipe flows or ducted flow of gascs or fluids can 
be summarized herc. Multiphase flows, possibly 
including a fraction of solid particles as for 
plumes, are quite challcnging tasks, especially 
when chemical reactions (afterburning or 
intermolecular processcs) take place. 

2.4.3 AEROTHERMODYNAMICS AND 
THERMODYNAMICS 

Because of the high effort inade in hypersonic 
research for space applications over thc last years, 
aerothermodynaniic invcstigations have abundated 
in nuniber and width since that time (Ref. 124). 
Nevertheless, the direct applicability o€ many of 
these approaches to specify problems of hyper- 
sonic missiles is limitcd to general verification of 
methods or to just stipulating new ideas from 
experimental or numcrical research scientists. 
This comes from the fact that missiles are un- 
manned one-way articles and that hypersonic 
missiles - except TBMs which have featurcs 
similar to space rockets - only fly at much lower 
Mach numbers, but at zero altitude. Different 
approximations for the flow are valid here, there- 
fore. In addition to that, inissile shapes and coni- 
ponents are aerodynamically optimized only to a 
much lower degree since aspects like high nia- 
noeuvrability, warhead or radome shape and 
function, and even more the aspects of low finan- 
cial effort for the design are of superior signifi- 
cance. Therefore, special methods and approaches 
for missiles have been dcveloped (Ref. 125). The 
importance of aerothermodynamics i n  the hypcr- 
sonic speed range can be estimated by a simple 
sketch showing the stagnation temperatures and 
the temperature limits for the use of different 
materials (Fig. 44). One can see easily that there 
will be a severe problem for the use of radomes at 
high velocities, although the stagnation tenipera- 
ture is not reached in most real cases. From the 
limit quoted for IR domes one can see that aero- 
dynamical heating sometimes has to be takcn into 
consideration at velocitics much lower than those 
conventionally called 'high velocity' or 'hpper- 
sonic'. In cases of long flight times aerodynamic 
heating - often in combination with or dominated 
by heat production of internal sources - can 
become a severe problcm for components like 
electronic devices or csplosives. This is the reason 
why structural thermodyiianiics is closely rclaled 
to aerothermodynamics On the other hand, 
thermodynamic parameters of the different 
materials are needed for suitable design simu- 
lations and give access to structural stability 
(Fig. 45) and to the aeroelastic behaviour under 
heat loads. 
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Major problems of aerothermodynamic heating 
are 

- In order to reproduce properly the parameters of 
hypersonic flowfields one has to consider the 
effects of aerodynamic heating on the molecules 

simulations - in contrast to ideal or perfect gas 
approximations - can be made (Refs. 126 and 
127). These thermochemical models will change 
the surface temperatures on the missile since 
some of the energy is transferred to excited rota- 
tional-vibrational motions of the molecules or 
chcmical reactions, dissociations or ionizations, 
depending on the local temperatures. 

I of the air. Different approaches for real gas 

- Determination of the thermal boundary layer 
which - as the velocity boundary layer - shows 
different characteristics depending on if the wall 
is cooled, insulated or heated (Fig. 46). The 
temperatures reached here are responsible for a 
considerable part of the heat transferred from 
the flow into the wall. The other part is the 
resulting vector of radiation to and from the 
surface. 

- For some flow conditions a severe interaction 
between heated wall and boundary layer has to 
be accounted for. Even catalytic effects at the 
surface can be of importance for ccrtain flow 
conditions. The modified boundary layer causcs 
a change of the aerodynamic behaviour of the 
missile. This has to be considered in advanced 
design simulations. Especially for experimental 
studies this could make it necessary to introduce 
a hot model technique in order to get correct 
results (Ref. 129). 

- Simulation of heat loads for IR windows and 
radomes (Refs. 18,45 and 130). 

- Simulation of heat loads and structural stability 
of fins, surfaces and structures. 

- Consideration of the behaviour of different 
materials under heat loads (Ref. 13 1). 

- Active cooling of radomes and structures 
(Refs. 132 and 133): A lengthy research 
program has produced some practicable solu- 
tions for t h s  difficult problem already (Fig. 47). 
The aerodynamic interaction of the cooling flow 
- for example chemically reacting NO,/N,O, - 
with the boundary layer flow has to be simu- 
lated. A multi-port ejection seems favourable in 
comparison to a single slot ejection because of 
the more homogeneous mixing in the case refer- 
enced (Fig. 48). 

- Passive cooling is executed by ablating materials 
(Ref. 13 1). The process of ablation can be sub- 
limation (as teflon) or some kind of carboniza- 

tion or other heat-consuming chemical reac- 
t.ions. The thermodynamic paraineters of thc 
materials considered for thc design have to bc 
known, the ablation proccss has to be siinulatcd 
and the effect of the cooling on the heat balance 
has to be modelled. 

- S:imulation of heating and cooling of surfaces, 
slructures and components due to aerothermo- 
dynamic or internal hcat sources and sinks. 
Radiation, convcction and conduction cffccts i n  

the interior of the missile Iiave to be includcd. 

2.4.4 AEROELASTICS AND STRUCTURAL 
MECHANICS 

Different to the impression one could get by 
reading the headline a project aerodynamicist 
certainly will not take over the responsibilities of 
the ,specialists in structural mechanics. But similar 
to other subjects mentioned he has, on one hand, 
to know thoroughly the problcms lie could run 
into during the design process and, on the othcr 
hand, must be able to givc fast qualitative answcrs 
during a study or predesign on problems where 
aerodynamic effects are couplcd with other iicro- 
mec.hanica1 ones. For structural nieclianics several 
interactions can appear; aeroelastic ones arc iin 

outsimding example. Acroelastic effects may 
change the aerodynamic characteristics of the 
missile and will influence i n  that way the manoeu- 
vrability (Fig. 49) and the overall flight perlor- 
mance (Ref. 134). Right in early design phases 
control people ask about missile eigenfrequencies. 
They often have approximately the same values as 
the frequencies of the control parameters and can 
cause then unfavourable interferences (Ref. 135). 
Major work packages to be treated are 

- Cakulation of aerodynamic moments and load 
distributions for complex surfaces - like cylin- 
drical or otherwise curved sliells (Ref. 136) - and 
for complex structural configurations to simulate 
the mechanical reactions or the structural sta- 
biliiy. In many of the rnorc ambitious cases tllc 
aerodynamic values will bc unstcady ones 
(ReE 137). 

- Estimation of the static and dynamic bending of 
bodiies (Refs. 138 and 139) and of wings. For 
missiles the bending motion of the body usually 
is of' higher significance sincc the wing spans 
are small in most cases. The flutter of the wings 
is of higher relevance for airplanes which is thc 
reaslm that most approaches for aeroelastic 
methods have investigated this aspect. Eigen- 
frequencies and eigenrorms of the vibrational 
modes have to be estimated. In a strict sense 
one would have to simulate aeroelastic effccts i n  

an integrated aerodynamical/fliglit mechanical/ 
aeroclastical form sincc thcrc will be a coupling 
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betwceri all those parts (Ref. 140). For example, 
there will bc an aeroelastic response to a fast 
flight manoeuvre (e.g. for a vertical launch and 
fast turn to horizontal flight). This and the 
changed geometry influence the aerodynamic 
characteristics of the missile and lead to differ- 
ent aeroelastic response and flight paths. In 
practical cases this global simulation is rcplaced 
by a quasi-steady approach which gives 
suficient csliriiations under normal conditions. 

- Thc vibration of shells or other surfaces 
(Rcf. 136) and their interaction with the aero- 
dynamic boundary layer flow can be the cause 
for aeroacoustic eKects or for later structural 
da inagc , 

- Mechanical stress on surfaces can be introduced 
by aerothcrmodynamic effects or by dust and 
rain impact. 

- Sufficient data of structural characteristics have 
to be available for the materials used i n  missile 
dcsign. 

- The reaction of flexible structures like mem- 
branes, parachutes, gliders or thin retarder 
or control surfaces to steady or unsteady 
aerodynamic loads have to be simulated. 

2.4.5 FLIGHT MECHANICS AND 
INTEGRATED SIMULATION 

In the standard working procedure during the de- 
sign process aerodynamics and flight mechanics 
represent scparaled packages. This is true accord- 
ing to the fact that in most cases the tinie- 
sequcnce of different flight and flow conditions 
around the missile can be interpreted as a se- 
qiiencc of quasi-steady states and, therefore, may 
be separated from cach other. Nevertheless, a very 
close cooperation of both specialists is necessary 
even i n  this case, since a flight mechanical simu- 
lation is the only way to test if the missile configu- 
ration designed by the aerodynamicist shows a 
sufiicient agrcernent with the demanded flight 
pcrforni;ince of the system. I n  advanced design 
phases the inclusion of the control laws into the 
flight simulation is needed for this prove. For all 
these simulations flight mechanics codes incorpo- 
rate the aerodynamic characteristics by a more or 
less elaborate (sleady) aeromodel, from which the 
pararncters for tlie actual flight Conditions are 
dcrivcd by interpolation or analytically. 
I n  a few ciises of unsteady aerodynamic or aero- 
clastic behaviour or of intensive coupling betwcen 
flight mechanics and other aeromechanical sub- 
jccts like thermodynamics or signature determina- 
lion it will be necessary to execute a combined 
simulation. In this case for each integration step 

of the flight mechanical (cvcnlually controlled) 
simulation the new ;icrodynamical or other rcle- 
van1 parameters are dctcrniined. Here, one has to 
differentiate between casts whcre a real inter- 
action between thc two subjects exists or where 
only some parameters arc timc-dependent and 
have thus to be siniulatcd along ccrtain trajec- 
tories. 
The following situations sccni to claim for a 
coupled simulation 

- Store separation. Many investigations liiivc bccn 
executed on this subjcct (Rcfs. 141 and 142, and 
Refs. quoted there). Tlicre arc two major aspccls 
of store separation. Airplanc acrodynaniicists 
mainly account for tlic safcty of tlic carrier dtcr 
scparation. Missilc aerodynamicists are intcr- 
ested in the initial errors introduced by the inho- 
mogeneous flow field and have to assure for tlic 
appropriate flight perforinance in spite of thc 
deviations and additional stresses caused by thc 
separation. 

- Ejection of submunition: This is similar to thc 
storc separation problcm but thc reaction on thc 
dispenscr and the intcrxtion with otlicr sub- 
munitions has to be takeii inlo account. 

- For the proper simulation of tlie parachute/load 
system not only tlic flight mechanical degrecs of 
freedom have to bc included but also tlie aero- 
elastic deformation of the canopy and the scvcrc 
aerodynamic interactioiis. 

- Very fast manoeuvrcs like vertical launch at  
high speeds with fast turn lo horizontal flight or 
end game manoeuvres may lcad to situations 
where the process cannot bc considered lo bc 
quasi-steady any inorc but wherc an iinstcady 
simulation has to be esccutcd. 

- Optimization of propulsion pcrformancc during 
the flight, for cxaniplc for doublc impulse pro- 
pulsion (DIP systems). 

- Simulation of the aeroclastic beliaviour of the 
missile or of components during tlie flight. 

- Simulation of aerothermal heating and of abla- 
tion along the flight path. 

- Determination of TR, radar and other signaturc 
cross-sections of missiles during tlie flight and 
in dependence of a fixcd or also moving 
observer. 

In other cases a very close cooperation of acro- 
mechanical design spccinlists with flight simu- 
lation people is necessary and mutual undcr- 
standing of the basic problcms on cach side is 
essential: 
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- New digital control methods need a much higher 
precision of the aerodynamic model. Transonic 
flow rcgimcs, although passed very quickly, un- 
steady conditions or areas close to zero angle 
of attack, yaw and other small effects have to 
bc described rather exact to be able to design 
complex control systems. 

- The same is true to control an unstable missile. 

- The verification of experimental or numerical 
design data, mainly for aerodynamics, can be 
improved by dcriving these data from free-flight 
measurements (Ref. 143). A parameter identi- 
fication procedure using an optimization method 
has to be used. Many of the airplane flight 
testing techniques can be used except that for 
missiles the data acquisition and transmission is 
still insuf'cicnt in many cases. 

2.4.6 AEROACOUSTICS 

For civil applications aeroacoustic aspects have 
bcen playing an important role €or a long time and 
are getting increasing importance because noise 
can be very troublesome. Therefore, quite high 
effort is made not only for ventilators, cars and 
trains to reduce the aerodynamically induced 
noise, but large programs exist also for helicopters 
and for airplanes to reduce this type of noise to- 
gether with the other, non-aeroacoustic, compo- 
nents. For helicoptcrs the main source of noise are 
the blades moving with transonic speeds at the tip, 
and for airplanes engines and jet flow are respon- 
sible for most of the aerodynamic noise. However, 
not the noise annoying the population is of interest 
in missile design but the acoustic signature. Espe- 
cially for helicopters, both the detection and the 
camouflage aspect have been investigated inten- 
sively (Ref. 144). For airplanes and missiles there 
used to be only a limited need to take this type of 
signature into account, mainly because of their 
high speed. This is changing now. Long range 
missiles with terrain-following features could be 
detected carly by acoustic sensors at a forward 
position and could be attacked if their speed is not 
high enough. So both aspects mentioned bcfore 
are arising hcre again. Drones have a low speed 
usually and are therefore also detectable in the 
acoustic regime. Another problem in this case is 
thc aerodynamic noise produced by a flying 
vehiclc equipped with acoustic sensors. 
Even the aerodynamic sound of a glider could 
causc errors in the detections. Structural stress 
on a missile can be produced by acoustic effects 
as  for example in the case of store carriage close 
to an engine. A recent survey of the problems is 
given in Ref. 145. 
Major tasks that have to be investigated in the 
field of aeroacoustics within the context of missile 
design are 

- generation of aeroacoustical noise by thc 
fluctuations of turbulcnt boundary layers or of 
unsteady separated vortical flow 

- siinulation of the propagation of sound in 
dependence of the ciivironmental conditions 

- active control of noise generation by silators 
- passive control of noisc cmission or propagation 

by constructive nieasiircs or by tlic use of 
appropriate matcrials. 

2.4.7 SIGNATURES IN THE IR / 
VISIBLE / UV 

Nations engaged in thc development or defense 
of stmtegic or tactical ballistic missiles have bcen 
interested for a long tiiiic to get information 
about the radiation emitted from those systems. 
SDI and other initiatives intensified the research 
in this field. According to the changing scenarios 
the interest in  such information is cven growing 
and many additional TBM laiinch sites for pos- 
sible terrorist attacks are considcred now. 
For a TBM the highest clctectability is given in  the 
boost phase when the hot p l u m  emits radiation 
of almost all wavelengths. During thc re-entry 
phase the surface of the TBM is heated by aero- 
thermodynamic effects and consequently emits a 
solid body radiation with a maximum in the 1R or 
even the visible range according to its tenipera- 
lure. .A general survey of rocltct radiation is given 
byRef. 146. 
Conventional missiles have been dctccted i n  most 
cases by the visible smoke produced during their 
boost phase. Observatioiis of the smoke give clcar 
evidence of the missilc trajectory, speed, distance 
and launch site. With thc development of 'smoke- 
less' fiiels and with an iiicreased probability for 
night and adverse weather strikes this type of 
signature is no longer suficiently large for targct 
detection and observation. Therefore, the obscr- 
vation of heated surface radialion (mainly for long 
range missiles of high velocity or for droncs with 
minimal signature dcmands) and of plume signa- 
tures (during propulsion phases of long rangc 
missiles) is of high interest. For niissilcs with a 
short flight time the signature aspects seem to 
be much less important because of tlie resulting 
cxtreiniely short reactioii timcs for defcnsc. 
Another aspect of optical fcaturcs of the plumc is 
its pos:;ible interference with tlie guidance system 
of the missile. The laser beams of laser bc;lm 
riders or that of guidancc and control systems 
using laser data links can be disturbed, atten- 
uated clr absorbed by the plunic. 
Summ;irizing these main tasks the following 
subject:; have to be investigated: 

- Emission of the missile surface according to 
Planck's law for black or nearly black body 
radialion. The tempcraturc distribution along 
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tlic surface may be influenced by aerodynamic 
heating or by heat producing components. 
Especially nozzles or engines are high energy 
radiators. The spectrum emitted by the solid 
surfaces is continuous. 

- Minimization of this radiation by measures in 
missile airframe and propulsion unit. The design 
of missile afterbody shapes and of exhaust 
nozzles can be tailored to reduce the radiation of 
hot areas. An appropriate selection of materials 
for the surface can support this. 

- Emission of jets and plumes: This radiation 
consists of discrete spectral lines which arise 
from transitions between vibration-rotation 
states for the IR and electronic states for the 
visible and UV regimes. The most important 
spectral ranges for plume detection at the mo- 
ment arc thc middlc infrared rcgion of 3-5 p n  
and the solar blind ultraviolet spectral rcgion 
bclow 300 nm 
As rncntioned bcforc, the hot combustion 
products of a missile propulsion system appear 
in an highly turbulent plume as they expand 
through the nozzle into the afterbody flow. 
These products consist of hot gases from the 
combustion process (mainly carbon and 
hydrogen oxides), of activated and deactivated 
molecules promoted by chemical reactions, of 
accelerated particles of incompletely burnt solid 
fuel, of mist or drops of incompletely burnt 
liquid fucl, soot, metal oxide condensates (e.g. 
AI?O,, MgO, Zr02, ZrC or B203), or other 
solid constitucnts. The parameters of the plume 
arc rnodellcd by acrodynamie tools as des- 
cribed before. Thc radiation can originate from 
chcniical reactions during the burning process 
inducing excitations in electronic or molecular 
vibrational and rotational states, from chemi- 
luminescence, fluorescence or exothermal 
rections producing radiation or it can originate 
from thermal emission in the afterburning phase 
introduccd by secondary chemical reactions or 
by aftcrburning of solid or liquid fuel constitu- 
ents with atmospheric or plume components 
heated by shock waves and mixed by acrody- 
namic processes. The solid particles, additio- 
nally, can execute catalytic effects on chemical 
reactions or on the emission. They emit radia- 
tion according to their temperature and they will 
scattcr any radiation passing the plume. 

All possiblc spectral regimes for optical emis- 
sion have bccii investigated intensively. 
Examples are, for the IR Refs. 147 and 148, 
for the visible Ref. 149, and for the UV Ref. 148. 
A typical infrared emission spectrum is shown 
in Fig. 50. 

- Modelling of the rocket exhaust smoke and its 
visibility (Refs. 96 and 150 - 152). 

- Selection of appropriate fuels for a missile to 
be designed (Ref. 153). 

- Reflcction of radiatioii at missile surfaccs. 

- Simulation of background radiation to dcterininc 
the contrast belwecn tlic missile and the optical 
environment. 

- Transmission of radiation (of missile or plume 
signature or of a lascr bcam) through the 
atmosphere. Influences consist of atmosphcric 
turbulence causing fluctuations of the refraction 
index of the air because of tcrnperature diffcr- 
ences, and of scattering and absorption by 
molecules, acrosolcs, dust, mist, haze, rain, or 
snow (Ref. 154). 

- Determination of tlic trajectory and observer 
position dependence or thc signature. Sincc this 
has to be done with small tinic stcps for a coni- 
plete flight or at least for a phase of it, the 
(plume) radiation modcl uscd in missile design 
has to be fast and cheap cnough to allow this 
That is not an easy task, sincc thc simulation of 
the aerodynamically, cheniically and optically 
very complex and highly interacting processes 
must be simplified considerably without neg- 
lecting the most important cffects for each 
project case. 

- Numerical simulation of thc transmission of ;i 
laser beam through a missile cxhaust plumc. 

2.4.8 RADAR AND MW SIGNATURES 

Missiles, especially long rangc ones, are threatc- 
ned more and more by defcnsive measures. Thcsc 
depend on early and sure dcteclion. Airplane de- 
signers have been used to that for a long time and 
have worked out concepts for 'stealthy' aircr,aft 
with low signatures. Since radar is the signature 
regime of highest applicability with respect to en- 
vironmental conditions, radar signature is tlic olic 
that is usually reduced i n  the first stcp. The siinic 
becomes true now for missiles and there is an i n -  

creasing number of dcsign concepts for 'stcalthy' 
missilcs. The difference of thc progress in both 
areas can be seen from ttic hc t  that it IS quile ii 
challenge to reach a radar cross-section €or a 
missile comparably low to that of a stcalth 
bomber. One important value for radar de- 
tectability is the radar cross section (RCS). This 
is usually not the geometrical cross-section seen 
from a certain aspect angle but rather a value 
proportional to the reflected electromagnetic 
energy. Because of the physical characteristics of 
electromagnetic waves the radar beam is not 
simply reflected by a surface like a beam of light 
in a mirror but the radar recciver rather sees a 
limited number of discrete ccntcrs of dispersion. 
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These are mainly surface areas normal to the 
beam, surfaces with internal angles that reflect the 
beam several times backwards to the receiver, or 
areas where electromagnetic energy is scattered 
into the direction of the incoming wave by dif- 
fraction effects at dicontinuities of the surface like 
corners, edges, inlets, gaps or slots. 
The other essential value for radar detectability is 
the detection range. Since it is proportional to the 
fourth power of the RCS, the cross-section of a 
missile has to be reduced by orders of magnitude 
to reduce thc detection range considerably. 
To rcach a missile design with a minimal radar 
cross-section one has to apply the general rules 
derived for airplanes. There are two basic approa- 
ches to RCS reduction, namely to design a shape 
with a minimal backscatter, and to use suitable 
coating materials and layers for energy absorption 
and cancellation (Refs. 155 and 156). 
The RCS aspects mentioned until now are equi- 
valent to the signature of the missile surface in the 
optical regime. As it was the case for optical 
signatures, there is also a radar and microwave 
eniission of the plume and the possibility of radar 
beam attenuation by it (Ref. 157). Microwave 
radar (the term is extended usually to the range of 
3 CHz to 120 GHz) is used for missile location, 
tracking and guidance. For successful operation 
the communication links must be free of serious 
distortion. By passing the plume, attenuation or 
unwanted modulation can occur because of inter- 
actions betwcen the radar or microwave beam and 
the free electrons within the hot, turbulent exhaust 
gases. On the other hand, the scattering of the 
incident wave and the emission of radiation of the 
proper wavc lenghs from sources within the 
plume offer the opportunity to detect TBMs or 
missiles during propulsion phase. 
The specialist in aeromechanics designing a , 

missile certainly will not become a specialist in 
radar or MW aspects. But the simultaneously 
very strong interaction of missile shape with aero- 
dynamics and signature, especially radar and 
MW signatures, make it necessary that the de- 
signer at least is able to make a reasonable guess 
for the RCS value reached by his modified shape 
(Figs. 51-53). Only by a close cooperation of both 
disciplines a simultaneous optimization for a good 
aerodynamic performance and for a very low sig- 
nature can be reached. 
The main tasks for this work are 

- Estimation of radar cross-sections of complete 
missiles. Detailled numerical and experimental 
studies of the missile and optimization of com- 
ponents will have to be executed by specialists. 
Since the numerical tools in this field have simi- 
lar features to the aerodynamic CFD methods, 
these specialists might well be included in a 
modern aerodynamics/aeromechanics team. 

- Optimization of thc ovcrall missile geomctry 
and of critical components like intakes for air- 
breathing missiles in close connection of aero- 
dynamical and RCS aspects. 

- Estimation of aerodynamic and aeroelastic 
problems of radar coatings and absorbers. 

- ,Simulation of the radar cross-scction and of thc 
observed signal during thc flight in dependcncc 
of the different trajeclory positions and aspcct 
angles and of the positioii of the r' 'I d ar cmittcr 
and receiver. 

2.5 NEW TOOLS OF MlSSILE 
AEROMECHANICS 

Sirnilar to the advanccs of different technologics 
that help to reach new systcm requirements therc 
are new tools that have been developed or have 
grown up during the last years which will support 
design aerodynamicists to meet the increased 
demands within this field. The innovations took 
place in the numerical simulations, promoted by 
advances in computer hardware and software, 
and in experimental studies rcpresented by lcst 
facilities and installatioirs and by nieasurenicnt 
and evaluation techniqucs. 

2.5.11 DATA PROCESSlNG 

No discussion is necessary about the iniprove- 
ments of computer performance and about the 
decreasing prices for a given computer power 
over the last years (Refs. 159 and 160). It seems 
that i:his trend will continue for ii while. The avail- 
ability of rather powerful workstations at a niode- 
rate price opened the possibility to use those in- 
stallations for most of the daily work in design 
aeromechanics at even increased requirements i n  
their performance. Therefore, nowadays super- 
computers are mainly uscd for numerical siniu- 
lations with advanced CFD programs and for 
large size problems. The vector machines that 
were predominant for several years are being 
rep1ac:ed now by parallel architectures which - 
if this techique can be transferred to ii degree 
of simplicity in handling that makes i t  attractive 
also for the aerodynamicist not specialized in 
numerics - can make the decentralized and chcap 
work station even more attractive and would allow 
the use of numerical methods already during 
earlier design phases wlicre it cannot be afforded 
today. 

Another important advancc on this area during 
thc lasi years are thc ncw possibilities of post- 
processing. Different graphic tools including tlrc 
use of colours allow to get new insights into 
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results of numerical simulations. Fundamental 
physical processes may be studied in that way 
by using appropriate simulation methods for nu- 
merical experiments where parameters that are 
not accessible for measurements can be changed 
easily and independently from others. For time- 
dependent or unsteady processes animation tools 
can be used whch help the imagination which 
often gets into trouble with 3D and time-depen- 
dent pictures. For project use in missile design it 
can be very helpful to see in a preliminary simu- 
lation on the screen not only the constructive or 
aerodynamic consequences of a change in design 
parameters but also the new flight perfomiance. 
All this can be of great help as mentioned, but it 
urgently asks for appropriate interpreters, since 
nothing is earned with purely producing nice co- 
loured pictures. It seems that this is a widespread 
problem and that good interpreters are very rare 
compared with numerical specialists. 

An additional problem arising within this context 
is the question of commercial software. The ans- 
wer to it certainly depends on the philosophy of 
the different industries and of their man-power to 
produce own software. But it seems that some 
general statements can be made. An increasing 
spectrum of commercial software is offered in 
fields where a high number of customers are to 
be expected. In these cases the quality and the 
handling, the transferability to different machines, 
the compatibility with earlier versions and with 
other programs, the maintenance and the training 
are usually adequate. This is true for example for 
postprocessing tools, for subroutine libraries, for 
CAD / CAE packages and for several finite 
element (FE) programs. It is difficult for fluid 
dynamic program systems to reach this standard, 
since the nuniber of users with very high demands 
in precision and flow conditions - as in the aero- 
space industry - is limited. Therefore, these codes 
are optinuzed very often for subsonic flow around 
complicated structures which are created by com- 
bined CAD codes or have to execute simulations 
for special applications in a narrow field, mostly 
for classical mechanical engineering problems. 
The benefit of these programs for missile design 
usually is limited to the solution of special prob- 
lems. For the wide variety of tasks in missile 
design aeromechanics as outlined before, we have 
to use codes that are easily adaptable to novel 
project needs and to experiences gained during 
the design process. This only seems practicable 
for self-developed programs, not €or 'black box' 
codes. 

2.5.2 NUMERICAL METHODS OF 
AERODYNAMICS 

According to the increasing computer power the 
use of computational methods has been extended 

largely in the last years. Since there is a wide 
variety of such methods that have grown up ovcr 
a long time, starting with very simple ones at thc 
time of the first coinputcrs up to the most rccent 
ones, and since the term 'numcrical' or 'CFD' 
method is vague and dcpcndent on time and 
situation, a short overvicw is given on all major 
approaches used in missile design at the monicnt 
Some advantages and disadvantages of empiricall 
semi-empirical, 'numerical' and experimental pre- 
diction methods are prcscnted i n  Fig. 54. The con- 
sequence that has to be drawn by the design aero- 
dynamicist from these argunicnts is, that lie nccds 
a tool box with all essential niethods and that he 
has to choose them adequ;itcly according to his 
problems, to the demands in precision and to the 
effort that can be made. In most cases thc morc 
simple and universal tools will be used probably, 
but each tool can be of high importance in some 
cases. 

'Numerical' methods are cssential to compute 
unconventional configurations like airbreathing 
missiles, to determine load distribulions for 
structure calculations, local flow field propertics 
(e.g. velocity profiles at an inlet entry section or 
shear stresses for aeroacoustic methods), tenipe- 
rature distributions, and to provide the dcsigncr 
with fundamental information on tlie physical 
effects taking place in complex flow fields (c g. 
lateral jet flow interacting with the missile surfacc 
and the external flow field). Thc different methods 
mentioned within this coiitcxt are arranged accor- 
ding to their degree of linearization or physical 
approximation. 
A general survey on morc advanced computational 
methods is given in Refs. 159-162. 

Empirical methods 

Whenever it is possible, a designcr will basc the 
preliminary design on an existing data base for 
similar configurations and will use interpolation, 
possibly combined with some theorctical conside- 
rations. But if the design rcquircments lead to a 
configuration that is quitc diffcrent from the oncs 
in existing data bases onc has nccessarily to turn 
to other methods. 

Semi-empirical methods 

These tools constitute tlie every day tools for 
design engineers. They only nced a very small 
amount of computer time and, since they we inter- 
active and very easy to be used, they are well 
suited to calculate sets of different configurations 
for systematic design studies. Most of the codes 
are based on the component build-up technique 
(Refs. 163 and 205) which computes the single 
components like body, wing, and tail separately 
by different simple methods (slender body, shock 
expansion, linearized potential) or from an experi- 
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mentally or numerically determined data base and 
considers the interactions between the components 
by introducing interference factors. 
According to the different experiences in different 
companies and institutions a large number of such 
prediction codes exists (Ref. 164). Most of them 
can compute conventional missiles with circular 
body and two series of cruciform fins. Only a few 
can handle unconvcntional configurations (elliptic 
or square cross-section fuselages, or airbreathing 
missiles), Ref. 165. 
For the cascs where good data bases exist and 
where the thcoretical methods can be applied, 
very good predictions arc possible. In  addition to 
tlic standard cocfficicnts likc normal force, mo- 
nient, ccntcr of pressurc and drag (Fig. 5 5 )  also 
damping coefficients (Fig. 56) can be predicted 
with a precision that is sufficient for design pur- 
poses. Using additional experimental data or 
theoretical methods one can even include very 
high angles of attack (Figs. 73 and 74) or other 
specific features. 
According to the approach used, difficulties will 
arise in the prediction quality For configurations 
far outside the data bases and for coefficients that 
are small in comparison with interaction effects. 
Such problems may appear, consequently, for 
control effectiveness, hinge moments, induced 
rolling moments and others. 
Thcrefore, continuous improvements of semi- 
empirical methods are necessary parallel to the 
iiicrcasing cxperience. 
Major fields for this work should be 

- a data base for bodies and surfaces at high 
angles of attack and development of methods 
to improve vortical interaction modelling 

- development of mcthods to determine the 
interactions of lifting surfaces with arbitrarily 
shaped bodies 

stability, control and others. 
- modelling of the effects of airframe inlets on 

A survcy of ncw semi-cnipirical approaches will 
be given in another lecture of this series. 

Linearized potential methods 

The most commonly used methods to solve the 
linearized potential equation are the surface 
singularity techniques. For the analysis of 
subcritical flows these so called panel methods 
are very effective tools for cngineering purposes. 
A variety of different codes has been devcloped 
(e.g. Rcfs. 166-168), all of which are able to 
calculate very complex configurations (Fig. 57). 
High order methods can simulate geometries of 
high curvature with less numerical effort, but 
oftcn thcy arc less stable numerically than low 
order ones. The cxtension of panel techniques to 
supersonic flows is somewhat difficult because re- 
flections of Mach waves in the interior of bodies 

and discontinuities of singularity dislributions 
across the panels havc to be handled. In additon, i l  
is not possible to treat dclached shocks adequatcly 
Therefore, only a few supersonic panel programs 
have been developed. 
Whcre applicable, pancl inclhods can prcdict glo- 
bal iInd local aerodynamic pararnetcrs with good 
accuracy and at a reasonablc price. Howevcr, lliey 
are based on linearized cqualions and are, thcre- 
fore, limited to very siiiall angles of attack. Sincc 
this is a very severe restriction for missiles, sonic 
panel methods have bcen cxtended to include non- 
linearities due to vortical effects or to nonlinear 
compressibility associated with shock waves. 
Mori: details on this subject are prcsented in Rcfs. 
169-171. A few examplcs are shown in Figs. 26, 
39, 40, 91, 92, and 112. 
Lineisrized potenlial theory also has been uscd for 
unsteady approaches (Rcfs. 120, 122, and 123). 

m3o ten t i a l  methods 

Two approaches to thc nonlinear equations arc 
made. The field pancl nicthods (Ref 172) solve 
the integral equations itcratively. They can iisc a 
grid fhat is similar to that for the linearizcd 
theory. Similar to the panel mcthods vortex 
models can be introduccd and iinsteady ap- 
proaches have been madc. Field panel methods 
cven proceed into tlic domain of Eulcr codes for 
high subsonic Mach numbcrs whcre supersonic 
velocities may occur locally. 
Full potential methods (Rcf. 173) are finitc diffcr- 
ence schemes, need a fiiicr grid, arc more SCIISI- 
live numerically and lcss flesiblc for cxtension in  

vortex modelling. 
Both approaches have bccn used to a greater 
extent for airplane wing investigations than I I I  
missile design. 

Euler methods 

The E tiler equations rcpresent the full sct of con- 
servation equations for continuous media when 
viscosity is omitted. They allow 'weak' solutions 
and can, therefore, modcl physical discontinuities 
like shock waves. Vortex generation is not des- 
cribed by this method except for cases whcre ro- 
tation ;is introduced indirectly by, for example ;i 
Kutta condition, a curved shock or some nume- 
rical dissipation caused by a coiirsc grid. The most 
direct way is to introduce a local Kutta condition 
to make the surface vclocity vectors parallel lo 
a given. separation plane ('forced separation 
techniqpe'). On the other hand, the transport of 
any vorticity within lhe field - no incans how it 
was crmted - is considered by the equations but 
no diffilsion terms are included and, again, it will 
take place only indirectly (e.g. by numerical dis- 
sipation). 
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Due to thc progrcss in computing Euler methods 
are fcasible today for later phases of missile 
design. Fast Euler codes (e.g. space marching) 
are used even in preliminary design phases. Still, 
a major effort is needed in comparison to the sur- 
face element methods to solve the large number of 
cquations resulting from the 3D spacial grid ele- 
ments that are necessary. Also grid generation it- 
self still requires an high effort, especially for un- 
conventional configurations and if a large variety 
of different shapcs has to be considered. 
On one hand steady flow conditions can be 
simulated by solving the steady Euler equations. 
For supersonic flow they are hyperbolic in space 
and a space-marching technique can be used. On 
thc other hand the unsteady Euler equations have 
to be solvcd. All flow variables in the field are 
advanccd i n  time until a steady state is reached. 
This procedure can be used for any speed range, 
but if the flow is purely supersonic a pseudo- 
unsteady marching procedure may be introduced 
(Ref. 174). It consists in a plane by plane time 
iteration using only the upstream information for 
each step. For second order accuracy this means 
taking into account two upstream planes. Conver- 
gcnce IS reached quickly if one starts the time- 
iteration of each plane with the results of the pre- 
ceding one. Only three consecutive planes have to 
be stored simultaneously in that way which con- 
siderably hclps saving computcr time and space. 
To dcmonstrate the capabilities of Euler codes to 
compute vcry complex gcometries some examples 
for missilc projcct design are given. 
The following codes have been used: 

- FLU3C (Ref. 175) is an explicit monodomain 
code based on upwind schemes. It is used with 
a space-marching procedure for supersonic flow. 

- FLU3M (Refs. 176 arid 177) is an explicit or 
implicit multi-domain code also based on up- 
wind schemes. For a two species flow the ex- 
plicit Roe solver is used. The code is applica- 
ble to transonic and supersonic flow. A space- 
marching procedure is available. 

- SESAME (Rcf. 178) is a multi-domain code 
based on a centcred Jameson-Schmidt numeri- 
cal scheme with implicit residual smoothing of 
Lerat. Schemc stability is provided by addition 
of artificial second and fourth order viscosity 
terms. This code is suited mainly for subsonic 
flows. 

- EUFLEX (Refs. 179 and 180) is an explicit or 
implicit multiblock code based on a cell centered 
FVM scheme with residual smoothing. Several 
modifications of this code exist for different 
applications, including viscous extensions. 

Fig. 58 shows the surface pressure distribution 
(FLU3C) of a conventional missile, and in 

particular the body arca influenced by the liftiiig 
surfaces. A similar result for a more complicated 
shape (ASTER 15 - anti-missile groundsurface- 
to-air missile) crzn be seen i n  Fig. 59. For the 
different configurations tested (different booster 
dimensions with differcnt chord length, span arid 
apex position of the tail) good agreement with 
experimental data was achieved. Fig. 60 presents 
the isobars on the surface of ASTER and in a 
cross-sectional plane wlierc one can observe thc 
vortical structures produced by the tip edges of the 
long wings. The comparison i n  Fig. 6 1 of experi- 
mental and FLU3C prcssure data on the wing 
shows good agreement. Fig. 62 is an examplc for 
the unconventional shape of ii ramjet missile 
(ANS - anti-navire supersonique). It shows the 
mesh and the surfax pressure distribution. 
The following examples were calculated by using 
multiblock grids i n  order to refine the mesh in  
critical regions. In Fig. 63 the Mach number 
contours for a cross-sectional plane of a rolling 
anti-tank missile equipped with a direct thrust 
vector control system arc shown. Four blocks with 
a total of 220000 cells were used in  the SESAME 
calculation which permits to take into account the 
spinning effect by including the inertial and Eulcr 
terms into the Euler cquations. Downstreain 
interactions between jets and fins are predictcd 
fairly well, while lower precision is observcd on 
the body where viscous effccts dominate. 
The interaction of a supcrsonic lateral jet with thc 
external flow resulls in 11 vcry complicated flow- 
field. Euler calculations arc unable to simulate the 
separation upstream of thejet and all of the many 
viscous effects involved within this problem, but 
can provide an useful insight into the complex 
flow phenomena. FLU3M calculations have been 
executed for the ASTER missile with one lateral 
jet located at the lower vertical wing and the other 
one at the horizontal wing. The mesh consisted of 
24 blocks with 550000 cells totally. Fig. 64 pre- 
sents the Mach number contours in  a transvcrsal 
plane behind the exits of the lateral jets. Good 
results are obtained for the normal and side forccs 
and for the induced center of prcssurc. 

Boundary laver methods 

Boundary layer codcs arc ii fast tool to simulate 
viscous flow efiects closc to thc surface, but away 
from separation areas. A survey on methods ap- 
propriate for missile design is given in Ref. 18 1 .  
A very useful tool for general gcometries is the 
second-order boundary laycr theory (Refs. 182, 
applications in Refs. 17 I and 180). In this 
approach it is supposed that thc curvature of thc 
gcornetry is not very small compared with thc 
boundary layer thickncss, which is assunicd in 
classical theories. Consequently, prcssurc gra- 
dients within the boundary laycr due to centrifugal 
forces caused by surface curvaturc are taken into 
account. The boundary layer flow is matched 
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satisfiictorily with the external inviscid flow which 
is not the casc for classical approaches. For turbu- 
lence a Baldwin-Lomax model is used in Ref. 182. 
Another approach is the 3C3D code by CERT/ 
ONERA. In this method the momentum and the 
energy boundary layer equations are integrated 
along local streamlines. This means that the inte- 
gration always proceeds in the same direction 
indcpcndcnt of the crossflow direction. 
Thc inviscid solution for the boundary layer calcu- 
lation can be obtained by a panel or an Euler code. 
To improve the speed of the combined procedure 
a good coupling process has to be established. 
This is true to an even higher extent when a zonal 
method consisting of a combined Eulerhoundary- 
IayedNavicr-Stokes calculation shall be used 
(Ref. 183). 
As an example for a coupled FLU3C/3C3D 
calculation Fig. 65 shows the mesh, the inviscid 
streamlines at the wall and the friction lines for 
ASTER 15. For the inviscid streamlines one can 
distinguish the lines starting at the leading edge of 
thc wings They correspond with a region where 
thc bounday layer starts its development again. 
A restart procedure has bcen included in the 
boundary layer code in order to deal with such 
sudden changcs in gcometry. 
In the same manner, lines arriving at the trailing 
cdges of the control panels and of the fins are 
abandoned for downstream computation. The 
skin friction lines show open three-dimensional 
separations, mainly due to secondary shocks 
attached to lifting surfaces. 

solution. This approximation has to be used for 
the most complex flows including large scale 
separations. Turbulencc inodelling is one of thc 
big problems for practical work and is still an 
important research subject. 
A further approximation ncglects tlie viscosity 
terms in the streamwise direction. I t  is callcd 
Tim-Layer Navier-Slokcs (TLNS) approach. 
Finally, if one neglects uiisteady terms and 
streamwise viscous diffusion, onc obtains the 
Parabolized Navier-Stokes (PNS) equations. 
They are applicable oiily for supcrsonic flow. 
Fig. 66 shows the Mach nunibcr contours on 
ASTER for a fully turbulcnt flow computation 
using the TLNS codc FLU3PNS (Ref. 185) with 
a Elaldwin-Lomas lurbulcnce model with a 
Degani-Schiff modification for vortical flows. In 
the example one can obscrve the separation along 
body and wings. 
Further details on Navier-Stokcs methods are 
given in another lecture of this series. 

Mtzmann methods 

The full Navier-Stokes cquations can be derivcd 
from the Boltzmann equations. Tlicy consider thc 
flow to consist of discrctc molecules bchaving i n  

accordance to the statistical gas theory rathcr than 
describing the continuurn. The use of this direct 
simitilation method for niolccular flows is complc- 
tely utopical at thc niorncnt for standard project 
purposes. Research work on tliis field is done for 
very rarefied flows (e.g. re-entry studies) and 
around simple geonielries (Ref. 162). 

Navier-Stokes methods 
Chaos theory 

Because of the high effort necessary, Navier- 
Stokes nicthods are - cvcn more than Euler codes - 
a tool that is used only rarely in missile design at 
thc niorncnt. But for certain cases it will be the 
only tool that is applicable and one has to put up 
with the expenses. Sometimes even a 2D calcu- 
lation will be of some use (Fig. 83), although most 
missile problems are 3D in nature. 
Navier-Stokes equations should be capable to 
describe a wide class of flow phenomena around 
a missile. Prcdictcd quantities include pressure 
discontinuities, flow separation, vorticity fluctua- 
tions, shear stresses due to viscosity effects, 
tcniperature distributions at high velocities with 
heated and radiating wall, mixing flows and other 
effects where viscosity is a major feature. Due to 
the limitations imposed by present computers and 
due to incomplete understanding of turbulence, 
the full set of Navier-Stokes equations has to be 
simplified in order to make thcm applicable to 
technical problems. 
One first approximation is the time-averaging of 
rapidly fluctuating parameters. This leads to the 
Reynolds-Avcraged Navier-Stokes equations 
(RANS) which require some kind of a turbulence 
model to complete the set of equations for the 

This method, too, is far rroln bcing uscd to solvc 
praclical problems. But, sincc i t  considers physical 
proc1:sses that lcad to ‘chaotic’ structures starting 
from neighbouring initial conditions, it could in a 
long term help to understand and to model 
turbulent effects (Ref. 186 and 187). 

2.5.3 EXPERIMENTAL METHODS 

The major motive for experimental studies - 
which in missile aerodynamics mostly consist 
of wind-tunnel tests plus specific esperinients 
according to other areas of aeromechanics - still is 
the validation of the aeordynaiiiic model of the 
missile in advance of thc first flight tests. The 
wind- tunnel nieasurcnients are always neccss;irj, 
but they are relatively expensive because of thc 
costs for design, construction and manilracturing 
of the model, and because of the high wind-tuiincl 
costs including energy, persolinel and nieasure- 
ment :installations. Thercfore, one has to reduce 
the efl’ort and the estcnt of tlie measurements as 
much as possible. Extcntled numerical studies can 
help to cut the number of configurational varia- 



1-24 

lions and to optimize the test program. In the case 
of final validation measurements often a large 
quantity of data has to be acquired, like forces 
and moments, pressure distributions, all flow-field 
parameters, sur€ace and structural temperatures, 
signatures, emission and transmission information 
and other aeromechanical parameters. Such a 
campaign may be divided into several parts to 
allow for adaptions in the wind-tunnel model or in 
the experimental set-up. This requires a good on- 
line data evaluation and aerodynamicists who can 
decide with high reliability about the quality of the 
data, the information covered by them and about 
on-line changcs in  the measurement program. 

Another purpose of an experiment can be to set up 
a physical model for complicated flow conditions 
or to decide between different geometrical shapes 
in early design phases. For this task one needs test 
facilities that can be used without high effort and 
without too many restrictions in experimental set- 
ups. The typical results in this case are usually 
visualizations and qualitative data. Only in rare 
cases there is a severe demand for high precision 
at this time. This is mainly a task for research and 
for the validation process of codes. 

The wind-tunnel facilities and testing techniques 
have been improved continuously over the last 
decade (Ref. lSS), although the investments were 
not distributed cqually to the installations, of 
course Larger cross-sections, more realistic 
Reynolds numbers, better flow quality, lower noise 
level, higher Mach numbers, and more realistic 
pressures and temperatures were the major tasks 
in improvements. Especially high effort has been 
made in hypersonic testing (Refs. 189 and 190) 
because of the existence of several ambitious space 
programs in different nations. Some of these im- 
provements are very useful for missile aerodyna- 
mics. But just in the hypersonic regime we have 
quite different flow parameters for missiles com- 
pared with space vehicles. The velocities of 
rcalistic missiles or projectiles extend to only 
about Ma=lO but at sea-level conditions. 
This makes 11 very difficult to find a wind-tunnel 
that is appropriate for realistic hypersonic missile 
tests. Also the correlation of wind-tunnel para- 
meters with free-flight conditions is very compli- 
cated or even questionable in this regime. Not 
much effort has to be expected to solve these 
problems, not only because missile tests represent 
only a marginal part of the wind-tunnel budget, 
but because - at least in Europe - wind-tunnel 
institutions have been submitted to severe 
restrictions due to the sharp governmental and 
industrial budget cuts in aerospace and military 
developments. The shut-down of facilities has to 
be expected and a single-sourcing of certain 
installations seems to be strived for within the 
next ycars in Europe. 

There have been iniportant advances in model 
support and model manipulation, decreasing the 
overall time needed €or ineasurements and allow- 
ing for time-dependent programnies (Refs. I9  1 
and 192). Supported by thc advances in computer 
power and in postprocessing sofiware, on-linc 
analysis of data is usual now. This allows to sclcct 
optimal missile configurations and to modily 
measurement programs i n  an appropriate way. 
Similarly, the data handling, data reduction and 
final analysis has been iinprovcd considerably. 
The new capabilities of data processing also ofkr 
the chance to carry out several experimental tasks 
simultaneously, as for csaniple a 6-component 
measurement of the complete missile, a 3-coin- 
ponent measurement of thc control surraces, the 
measurement of distortion and swirl at the intakcs 
and the measurement of the amount of air passing 
a model with open intakes. An important infonna- 
tion are the values of thc rcliability of the wind- 
tunnel data and of the tolerance of thc measured 
data. 

There have been considerable advances of niea- 
surement techniques over the last years, made 
possible partly becaiisc of general technological 
improvements and - especially for measurements 
of hypersonic flow parameters like local tenipe- 
ratures, thermal fluxes and concentrations of dif- 
ferent species - because of the space programs 
(Refs. 193-198). Only a fcw of the new tech- 
niques can be mentioned Iiere.0ne general tenden- 
cy is to execute measurements and visualization i n  
very short time and to incorporate a quantitativc 
evaluation into the visualization procedurc. 
Another trend is that for 2D or even 3D non- 
intrusive investigations of the flow charactcristics 
(Ref. 199). Some of thc most interesting develop- 
ments on this wide field are piezo arrays for pres- 
sure measurements, particle image velociinetry 
(PIV), coherent anti-Stokes Ranian scattering 
(CARS) or laser Raman scattering, and lascr 
fluorescence measurements for flow parameter 
investigations. These arc urgcntly needed by CFD 
specialists to validate their codes. A method that is 
of good use in hypersonics is the liquid crystal 
technique (Refs. 200-202 and Fig. 67). Of very 
high interest is the new optical pressure measure- 
ment system (OPMS), Fig. 68, that produces 
quantitative results by a modern postprocessing 
and that could be combined with the infrarcd 
thermography (Ref. 204) for coniprehensive 
investigations in the hypcrsonic regime without 
needing an expensive and geometrically large 
instrumentation of thc model. 

The need for free-flight measurements and for 
validation of the nunicrical and experimental 
aerodynamic characteristics by reducing and 
analyzing these data has to be emphasized again. 
In spite of general iniprovcnients in the tclenietry 
techniques and in elcctronic data acquisition 
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devices it is still a major problem to get reliable 
results from test flights. 

3. GENERAL PROBLEMS AND 
APPROACHES OF THE AERO- 
MECHANICAL DESIGN OF MISSILES 

3.1 METHODICS OF AERO- 
MECHANICAL DESIGN 

Repeatedly, missile aerodynamicists have reflec- 
ted their role in the missile design procedure 
(Refs. 1 and 2). The reason for this may be the 
fact that missile aerodynamics does not play a 
similarly prominent role in the design procedure 
as airplane aerodynamics in the corresponding 
one, although missile aerodynamics is not a 
smaller challenge. 

The iterative design cycle as it used to be in for- 
mer years (Fig. 69) is still valid for conventional 
missiles. In this case different special work pack- 
ages can be separated within a system concept that 
coordinates them. The interactions of aerodyna- 
mics with adjacent subjects is shown in Fig. 70. 
For advanced types of missiles these interactions 
are much more intensive and much more involved 
(Fig. 7 I) .  
But still, there is a design cycle - or better a helix, 
since it is an iterative process where aerodynamic 
infomiation are summed up while the work pack- 
ages proceed from first qualitative approximations 
to a well-established aerodynamic model based on 
experiments and numerical investigations. This is 
produced by the fact that the tactical demands and 
the airframe design and the corresponding inter- 
nal components are being defined in more detail 
progressively with increasing development and 
state of knowledge of the different specialists in- 
volved. 

Although many other demands often seem to 
dominate the aerodynamic ones on a first glance, 
the flight performance is a major task and this is 
dominated by the aerodynamic design. Therefore, 
the aerodynamicist not only suggests an optimized 
shape - perhaps only a relatively 'optimal' one 
because of important other demands - but he also 
has to answer continuously questions on penalties 
for deviations from this design. Except for special 
applications, mainly at low subsonic flight, the 
missile will end up in having a rather 'aerody- 
namic' shape. This is the main reason why the 
aerodynamicist has to integrate other aero- 
mechanical topics that will influence the airframe 
shape into his design process. 

3.2 SPECIAL ASPECTS OF 
AEROMECHANICAL 
DESIGN OF M ISSlLES 

In addition to the gencral survey of special sub- 
jects that have to be covcred in thc aeromecha- 
nical design of missiles as given before, some 
remarks are made here on several specific design 
problems and tools. 

3.2i.1 CLASSICAL MISSILE 
AERODYNAMlCS 

This point is mentioned more for completc- 
ness since there are several good textbooks 
(Refs. 205-207), lectures (Rcfs. 1 and 208) and 
reviews on this subject (Refs. 2, 3, 158, and 201)) 
Major tasks in this field are the acrodynamic 
performance, mainly in lift and drag (Refs. 85 
ancl 2 lo), and the static stability (Refs. 2 1 1 
ancl 212) and controllability. 

For practical design work the component build-up 
technique is still used (Refs. 163 and 205). As the 
name indicates, the aerodynamic characteristics of 
the airframe components as body (Ref. 213) and 
wings (Refs. 2 14 and 2 15) are summed up in iso- 
lation. Then the values describing the interfcrencc 
effects between the difTerent components are 
sum.med up by using the component loads and the 
more or less general interference factors. In this 
way the overall loads for an air frame are built-up 
after and after. Although this concept is mathe- 
matkally valid only for small interference effects 
and for a linear dependence of the aerodynamic 
characteristics from the flow parameters, the 
method is open for estensioiis to describe other 
problems. By defining hybrid 'interference factors' 
from pure experience, even unconventional aero-' 
dynamic effects in special projcct cases can be 
covered. The characteristics of thc different coni- 
pone:nts or, in some cases, of a set of strongly 
interfering components can be evaluated by 
appropriate methods (first guess, semi-empirical 
calculation, CFD, experiment) and can in that way 
be improved contiuously during the design process 
according to the helical advance in this procedure. 
The second lecture of this series will present a 
more extended review on this subject. 

3.2.2 VERY HIGH ANGLES OF ATTACK 

It has always been a significant feature of missiles 
that very high angles of attack can be reached 
during certain flight phases like vertical launch 
(Fig. 72) or fast manoeuvres duriiig the end game 
(Ref.4). A large number of studies have been 
executed in this field for that rciison (Refs. 2 16- 
218). A special lecture is given on this subject 
within this series. 
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For angles of attack of about 10" a breakdown 
of the flow around the wings can occur already 
(Ref. 219). This CL,nax characteristics leads to 
a non-linearity in the global characteristics, too 
(Figs. 73 and 74). This feature can be covered 
within a component build-up method in a semi- 
empirical manner (Rcf. 220): The nonlinear 
aerodynamic characteristics of the body alone is 
obtained in a convcntional way, for example with 
a potential method with some vortex modelling. If 
this model takcs into account the asymmetric 
vortex separation on the body between about 70" 
and 60" the characteristics are valid up to about 
60" (Rcf. 221). Now we need the characteristics 
of the wing. They can originate from a systematic 
experimental investigation (Ref. 222) or from a 
semi-empirical approach which combines a 
potential and boundary-layer calculation with a 
criterion for full separation and a vortex model. 
These two coniponcnts are then summed up with 
thc convcntional interference method (Ref. 223) 
and result in  an improved numerical description 
of the characteristics (Figs. 73 and 74) which is 
suficient for most project needs. The problem 
not solvcd for this tingle of attack regime are the 
scvere and irregular side forces introduced by the 
asyninictric vortcs separation (Rcfs. 224 and 225). 
But i t  sccnis Lhat thcy arc relcvant only for sub- 
sonic spceds. The model mentioned above (Ref. 
220) could cover that feature, but a sifiicient 
empirical data base for the vortex simulation is 
nceded. 

I n  some cases one has to regard unsteady 
simulations Tor manocuvres in this incidence 
range (Rcf. 226), since hysteresis effects may 
appear during unsteady separation. 

3.2.3 MISSILES OF UNCONVENTIONAL 
SHAPE 

Sevcral recent cxamples for project designs with 
unconventional shapes are presented in this chap- 
tcr. Two classes of unconventional shapes are 
distinguished, circular bodies with intakes of dif- 
ferent form, and missiles with non-circular cross 
sections. 

CIRCULAR BODIES WITH INTAKES 

Major recent projects concerned the two classes 
of ramjet or ramrocket missiles and of turbojet 
missiles. For missiles with intakes the number, 
shape and position of the air intakes has to be 
chosen by taking into account the following 
aspects (Rcfs. 227 and 228): 

- internal pcrforniance as thrust and specific 
impulse 

- external aerodynamic characteristics as drag and 
lift-to-drag ratio 

- operational constraints like ovcrall dimcnsioris 
(because of storc carriage) and signatures (RCS 
and IRS) 

turn control). 
- type of the autopilot (bank-to-tiirn or skid-to- 

Some recent examplcs arc sl~own i n  Fig. 7 5 .  

- Missiles with a singlc intake: Nosc intakes (e.g. 
SEA DART, TALOS) havc high prcssurc re- 
coveries but are poorly intcgrated. 
Annular intakes (e.g. SA4, GANEF) are better 
in integration but sliow tlic poorest perforniance 
of all intakes. 
Chin intakes (e.g. ASALM, SLAT) are well 
suited for bank-to-turn flight control and for 
long range missions. They use the windward 
upstream part of the niissilc nose as a supersonic 
coinpress ion ramp. 
Ventral intakes are a n  excellent solution for 
intake design. They are quitc compact and thcir 
performance is good. Dinerent types of ventral 
intakes are shown in Fig. 76. 

Top niounted intakes are an optiinal solution 
with respect to RCS, since this intake will be 
hidden for a ground bascd radar by thc body. 
Because it is situatccl ;it the lceward side il is 
limited in incidence. 

- Missiles with two lateral intakes (c.g. ASMP, 
ALRAAM): 
This configuration is well adapted to bank-to- 
turn control. The intakcs can be located dianic- 
trically opposite or be inclined towards the 
bottom. The first is bcttcr in supplying the 
chamber and in the increment of the normal 
force. The latter one sliows a bctter internal 
performance. 

- Missiles with four intakcs (c.g. ANS, SAG): 
This configuration is wcll suitcd for skid-to-tnrn 
control. However, at high anglcs of attack thc 
intakes on the leeward sidc will reach their 
operation limit. Also, tlic lift-to-drag ratio of 
these configurations is not optimal. Two lateral 
intakes are sufficient to induce additional lift, 
the other ones mainly inducc drag. 

Independently froin their position with respect to 
the missile all intakes could havc different shapcs 
- axisymmetric, half-axisyinmetric, rcctangular 
with classical or with inverted shape, and many 
others. 
The selection of the longitudinal location will bc 
made in a compromisc bctween the flowficld 
around thc fuselage, thc length of the dirfusor, tlic 
resulting center of pressure and the attachment 
points on the fuselagc wliilc the normal forcc is 
only slightly modified usually. 



External aerodynamics of intakes 

A survey of thesc characteristics is given in Refs. 
229 and 230. 
Airbrcathing configurations may be classified into 
two families: 

- configurations with nose, chin or annular in- 
takes. Only the drag of the fuselage is influenccd 
by tlicni. 

- colfigurations with lateral intakes. Lift, stability 
and drag arc modified in this case. 

The lift is usually increased by lateral intakes. Its 
span mainly influences the lift, the length of the 
intake nacelle changes the center of pressure, the 
type of thc intake can change lift and stability. 
The roll position of the intakes is also important 
for the characteristics. 
The drag of the air intake may constitute a con- 
siderable amount of the overall drag of the 
missile. For a configuration with four axisym- 
metric air intakes at Mach 2 at sea level the in- 
take drag can represent 38% of the total drag - 
9% for thc pressurc drag of the inlets, 15% for 
the pressure drag of the fairing boattails and 14% 
for the friction drag. To optimize the drag in a 
special case one has to consider the thrusvdrag 
balance. 
To obtain an high performance of the air intakes 
one has to guarantee for an optimal flow field 
around the fuselage. To constitute this one has to 
avoid low energy areas (boundary layers, vortices). 
Low vclocity areas are favourable. The flow cap- 
tured by the air intakes must be homogeneous and 
must have a total pressure level compatible with 
the optimal performance conditions of the engine. 
A difficult problem is caused by the nose vortices 
on thc Ice side of the fuselage at angles of attack 
larger than 5O. These vortices arc responsible for 
high total pressure losses in the air intakes. 
Longitudinal strakes upstream of the air intakes 
can modify the natural development of the 
boundary layer around the fuselage at incidence 
and give a chance to inforce in that way a vortex 
separation apart from the intake. 

Internal aerodynamics of intakes 

The main aerodynamic features to be determined 
are 

- mass flow ratios in the duct and in the internal 
boundary layer bleed 

- total prcssure recovery 
- pre-cntry drag and cowl drag 

all three for large ranges of Mach number, anglc 
of attack and altitude, and 

- characteristic curves (for total prcssure recovcry 
versus mass flow ratio) in  order to assess the 
maximal total pressurc' recovcry 

- pressure and temperature distributions along thc 
walls of the air intakc to produce information 
needed for the structural dcsign. 

These features depend on complcx physical 
phenomena as boundary layers, shock-shock and 
shock-boundary layer intcractions, turbulcncc. 
corner flow, flows in boundary laycr blecds. 

Due to this complexity, air intake studies arc 
usually splitted into two phases. During the first 
one the isolated air intake is evaluated using a n  
average external flowficld coiisistirig of local 
Mach number, local total prcssurc, local anglcs 
of attack and sideslip and so on. In the second 
(development) phase this preliminary dcsign is 
im,proved by taking into account the realistic and 
complete flowfield entcring the air intakc. A 
special lecture will prcscnt morc details on thcse 
problems. 

MISSILES WITH NON-CIRCULAR CROSS 
SECTIONS 

Two classes of missilcs are concerned within this 
cha,pter 

- subsonic modular stand-off inissiles with squarc 

- supersonic or hypersonic air-brcathing inissilcs 
or rectangular cross scctions 

with elliptical or triangular cross sections. 

A typical subsonic modular stand-off missile has 
been presented in Fig. 1 I .  Thc layout shows a 
square cross-section body with thc wing mountcd 
at the upper side to allow unrcstrictcd ejcction of 
the submunitions. Tlic sharp coriicrs of tlic body 
induce flow separation and thc resulting vortcs 
sheets produce a nonlincar lift characteristics. In 
that way a square body providcs a much higher 
normal force than a circular body of thc sainc 
cross-sectional area. Wlicn the body is rollcd the 
separated vortices are cliangcd to asymnictrical 
shape and will inducc latcral forces and momcnts. 

Typical siipersonic/liypcrsonic air-brcathing 
niissi.les (Refs. 29, 23 I ,  and 232) arc prcscntcd 
in Fig:. 77. 
Their objectivcs are 

- optimal integration of thc intakcs with rcspcct to 
the liisclage flowfield 

- low drag 
- high lift-to-drag ratio 
- low IiCS value 
- good integrability for storc carriagc. 

1-27 
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Of the different possible shapes as waveriders, 
elliptical or triangular cross sections Fig. 77 
shows two types: 

- waveriders that are designed for minimum 
drag (streamlines on the leeward side are not 
deflected) and €or maximum lift behaviour (the 
bow shock wave coincides with the leading 
edges) 

- lenticular shapes are designed for high lift-to- 
drag ratios at constant cross section and for 
high lift at incidence (the sharp leading edges 
generate vortex separation). 

3.2.4 GRID WINGS 

Grid wings are an example for unconventional 
shape of a missile component, in this case of a 
stabilizing and possibly deflecting fin. T h ~ s  
constructivc solution seems to be of such 
favourable behaviour that most of the modern 
Russian high velocity missiles use it (Ref. 24). 

There are different shapes adapted to different 
applications (Fig. 78). Thorough investigations 
have bccn made for a long time to determine the 
constructive and even production aspects of these 
wings as well as the aerodynamic characteristics 
and their thermodynamic features including inter- 
nal and external cooling (Ref. 233). The fins can 
be all moveable and in this way become a control 
surface. 

The grid wing can be considered as to be derived 
from biplancs, multi-planes or profile cascades. Its 
lift characteristics is linear up to values of about 
25'. The increase in drag seems not to be pro- 
hibitive and can be optimized by a proper design 
of the internal grid density. A standard vortex- 
latticc method has been used to derive theoretical 
results for subsonic flow and angles of attack up 
to 18' (Ref. 234). Comparisons with experimental 
values showed an good agreement (Fig. 79). An- 
other study was executed using a supersonic panel 
method (Ref. 235) to investigate the Mach number 
and grid density dependence for supersonic speeds 
up to about Mach 5 .  Ref. 233 shows C, and C, 
characteristics up to 90" at supersonic Mach 
numbers (Fig. 80). 

3.2.5 HYPERSONIC AERODYNAMICS 

Designing an hypersonic missile is quite a chal- 
lenge since there are many demands that seem 
to collide with general physics. At least we are 
oficn at thc limit of what can be made at this time. 
Compared with the design of space vehicles 
(Rcf, 236) hypersonic missiles will be of lower 
speed but also at lower altitudes which not simply 
compensates the other effect but leads to consi- 

derably different featurcs. In addition to that, the 
typical demands on inissilc dcsign are another 
reason for the differcnt approach that has to bc 
made. 
Nevertheless, fiindanicntal insights, tools and 
facilities may be transferred from space vehiclc 
research and design (Ref.237). liypersonic 
aerodynamics is very closely connected with acro- 
thermodynamics. Most of the practical problems 
that have to be solved arisc from that ficld. Pure 
aerodynamics €or the hypcrsonic speed range is 
mainly influenced by thcrmal cffects i n  the way 
that hot surfaces lead to different boundary layer 
effects, that temperaturc distributions and heat 
transport have to be included in the energy equa- 
tions and that changes i n  the constituents of the 
flow ('real gas effects') also influence the cncrgy 
equation. 

Nevertheless, it seems tha t  the global forccs and 
moments at high Mach nunibcrs can bc dcrived 
relatively well from scnii-empirical methods. The 
problem of these tools mainly is the lack of good 
validation data since thc correlation of wind- 
tunnel results with free-flight conditions is proble- 
matic, especially for the drag. Other simple design 
methods are Newton mcthods for high altitude 
and high Mach number conditions and shock 
expansion theory applicable only at lower Mach 
numbers. For first estimations they are a good 
help. An interesting goal is to have ii simplc 
engineering code for hypersonic missile optimi- 
zation including some tlicrmodynamic Features 
(Ref. 238). 

For a later developnicnt phase or if detailled 
questions have to be answered, numerical codcs 
have to be used (Ref. 239). A first step could be 
the use of an Euler mcthod. A timc-efficient space 
marching code can be uscd if for each space step 
cross-section the Mach number nornial to the 
plane is greater than onc. Otherwise, a time 
stepping procedure must be used. A semi-empiri- 
cal real gas model may be implcinented into thc 
Euler codes. Results for missile applications up to 
Mach 8 (Ref. 180) do not show a considerable 
deviation from ideal gas values of force and nio- 
ment characteristics. The Eulcr codes may be 
coupled with a higher-order boundary-layer code 
adapted to the hypersonic flow rcgime by taking 
into account the appropriate entropy layer 

Other methods are the viscous-shock-layer 
approximation which takcs into account that the 
bow shock is almost parallel to the missile surface 
in the front part and which in that way comes to a 
procedure much cheaper than higher codes, and 
the different approximations to the Navier-Stokes 
equations. But at the prcsent time it will be not 
affordable in money and time i n  most cases to use 
such a code as a design tool. 
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3.2.6 LATERAL JET CONTROL 

As mentioned before, there are several hardware 
realizations for lateral jet control. In this chapter 
mainly the pyrotechnical method is considered. 
This does not influence severely the generality 
of the statements since flight performance and 
aerodynamic effects of different types are quite 
similar. 

Limitation of moment control and advantapes 
of pyrotechnical force control 

The conventional control of missiles consists in 
responding to a lateral acceleration command and 
in controlling some deflectable control surfaces 
which create a moment in that way. This moment 
introduces an angular movement of the missile 
resulting in a change of incidence which in turn 
creates an aerodynamic lift force ensuring the 
desired manoeuvre. 

There are two disadvantages of this classical 
control method: 

- There will be a time delay between the steering 
conimand and the lime when the response is 
acting on the missile, because of a number of 
different intermediate physical and technical 
steps. The angular movement required to create 
the lateral acceleration has to be introduced; it 
is governed by the aerodynamic parameters 
(missile moment of inertia, aerodynamic damp- 
ing nionicnt).This applies to any type of mo- 
ment conlrol, indcpendet of aerodynamic or jet 
control. 

- The forces acting on an aerodynamic control 
surface are proportional to the dynamic pres- 
sure, i.e. to the density of the air and to the 
velocity of the missile, and will, therefore, have 
low effectiveness at launch (low speed) and at 
high altitudes (low density). 

The use of a lateral propulsive unit close to the 
center of gravity of the missile overrides partly 
these advantages, thus enabling 

- a considerable reduction of the response time 
and, as a result, a reduction in the passing 
distance for targets for which short reaction 
times are demanded, as for example for fast 
manoeuvering targets 

- manoeuvres of the missile at very low speed 
and at high altitudes. 

However, pyrotechnical force control has certain 
constraints: 

- Used as the only control of a missile its opera- 
tional domain is limited by its powder consump- 
tion. In particular, using a gas generator connec- 

ted to the nozzles with a clistributor, the powdcr 
Iconsumption is independent from the miinocu- 
we, even at zero coniniand. 

- ‘The missile cannot be controllcd alter the fiill 

consumption of the powder. 

- ‘The missile has to be dcsigned in a way that i t  
will obtain an almost fixcd center of gravity 
during the use of this control system. 

- The aerodynamic design of the missile has to 
take into account thc interaction effccts causcd 
by the jets. 

Taking into account all these advantages and dis- 
advantages one can say that the purely pyro- 
technical force control tcclinology is highly sui- 
table for anti-tank and for vcry short range 
missiles, or for missiles that will use this system 
only for a short time, for cxample during thc final 
guidance phase (thus limiting the operation time) 
and in addition to an associated aerodynamic 
control system (thus limiting the required power 
level). 

TW,D types of systems are used at the moment: 

A fiirst possibility is to provide the missilc with a 
set small multiple sidc thrusters arrangcd pcri- 
pherally close to the center of gravity. The axis 
of each side thruster must be inclined so that the 
force produced by it will cross the center of 
gravity. The component of the side rorce normal 
to the missile axis is used as control force and its 
axia.1 component is used to maintain the speed.As 
it is difficult in practice to increase the number of 
side thrusters, this type of control is used when the 
flight time and the demands on the manoeuvrabi- 
lity are low, e.g. anti-tank DRAGON. 
Another possibility which allows for higher nia- 
noeuvrability is to use il continuous gas generator 
linked with jet interceptors or with an exhaust 
distributor towards the nozzles. Two nozzles arc 
needed for an autorotating missile (anti-tank 
ERYX), and three or four for a stabilized niissilc 
in rotation. Additionally, as for the side-thruster 
control, the nozzles can be inclined backwards to 
maintain the speed. 
Additional systems as liquid file1 devices are 
cons:idered in present design studies. 

- Aerodynamic interactions due to a lateral ict 

The lransverse ejection ofa lateral jet into an 
external flow C ~ U S C S  an highly complex flow ficld 
(Fig. 81) leading to a set of interactions of two 
types (Fig. 82) - local and downstrcam inter- 
actions. 
The local interactions (Figs. 83 and 84) are rcla- 
ted La the jet obstacle cffcct which, at supersonic 
speeds, produces a detached shock upstrcaiii of 
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the nozzle exit and a separation of the boundary 
layer forming a shock that generates a zone of 
overpressure. Immediately downstream of the 
nozzle exit the external flow deflected by the jet 
produces a depression zone.The induced pressure 
distribution around the body close to the nozzle 
exit position leads - for a nozzle situated close to 
the center of pressure and for a fuselage without 
wings in this region - to a small interaction force 
usually of opposite direction to the thrust force 
and to a slight nose-up pitching moment. This 
unfavourable interaction means a jet effectiveness 
ratio lower than one. Suitable parameter combina- 
tions have to be found in such a case to handle 
this problem. 

The downstream interactions (Fig. 85) are due 
to the highly vortical character of the flow down- 
stream of the jet. Far from the nozzle exit the jet 
wake takes the form of two counter-rotating 
vortices resulting from the curvature of the jet 
itself and from its rounding by the external flow. 
The velocity induced by these vortices on lifting 
or control surfaces located downstream usually 
will lead to a loss in lift and moment. 

The resulting effects of the lateral jet interactions 
are 

- an interaction force which has to be added to 
the lateral thrust forcc and which can aEect the 
efficiency of this thrust 

- 'disturbing' moments in pitch and roll for which 
negative effects on the controllability of the 
missile have to be avoided. 

In designing a missile that has to be controlled by 
lateral jets it is, therefore, necessary 

- to optimize the shape of the missile and the 
parameters of the lateral thrust system with 
respect to the aerodynamic implications of 
these two preceding effects 

- to achieve a complete model of the resulting 
control forces and moments (thrust plus 
interference) which is required in the control 
studies. 

The design for a practical case will proceed 
iteratively: First the missile will be designed with 
respect to aerodynamic and other criteria. The 
flight dynamical simulation - usually including 
guidance and control - defines the demands on 
the control system, on forces, moments, response 
and operation time. These data, together with the 
parameters for lateral jet modules, are the basis for 
the aerodynamic design of the lateral jet system. 
This has to consider the efficiency of the system 
including the interference effects. The resulting 
new aerodynamic model has to be validated by 
flight simulations, and so on. 

To keep the costs low for this design cycle one 
needs rather efficient design tools. This is not the 
case for extended experimental studies and for 
advanced numerical codes which will be suitable 
only in later design phases. Several simpler 
methods exist that can simulate the local inter- 
actions of the lateral jet with the flow. But practicc 
has shown that they arc valid only for a liniiled 
number of parameter variations. Therefore, niorc 
basic information are iiceded on lateral jet eKccccrs. 
Systematic wind-tunncl studies should help to 
clarify the influence of the different parameters 
and to develope better design tools describing the 
local interactions. For the downstream inter- 
actions one can use standard potential methods 
with vortex tracking models at Mach numbers up 
to about 5. This should be sufficient for early 
phases, while in later ones also CFD codes and 
extended measurements are needed. 

3.2.7 AEROTHERMODYNAMICS 

As described before, this subject is the most 
critical one for hypersonic missile design. But also 
for lower speeds aerodynamic hcating will be of 
interest in some cases. In addition, the thermo- 
dynamic simulation of structural and component 
temperature characteristics can be a work pack- 
age in a design process. The results of all these 
investigations will, among other areas, influence 
the selection of materials appropriate for thc 
different demands. The aerothermodynamical 
(and structural) coefficicnts for the materials in 
question are, on the other hand, input data for the 
simulation (Ref. 24 1). 

According to the different particular work pack- 
ages within this field there are several approaches 
and tools that have to bc used. The appropriate 
simulation of the aerodynamic flow (velocity, 
boundary layer, shock interactions, heated surface, 
real gas or catalytic effects etc.) is the first part 
This has been discusscd alrcady In a second step 
the heat transfer into thc wall has to be modelled 
including the radiation cnergy flows to and from 
the surface (Fig. 86).  Thc third step is to calculate 
the heat flow within the skin by conduction and 
with regard to the convection and radiation at its 
boundaries. Another task is to simulate the tempe- 
rature characteristics of internal componcnts due 
to external (environment, radiation, aerothermo- 
dynamics) or internal (heat sources like elcctrical 
devices) heating. 

An overview of aerodynamic heating approaches 
for design purposes is given in Ref. 242. Specific 
engineering methods arc described by Refs. 243- 
245. A simple but fast and very eficient early 
design code (Ref. 246) has been used to calculate 
temperature distributions along the body and the 
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fin surface of an hypersonic projectile over a flight 
trajectory (Fig. 84): 
The pressure distribution is provided by a second 
order shock expansion method. The heat transfer 
from the boundary layer is calculated for different 
body geometries (Refs. 247 and 248) by assuming 
a 'cold' isolated wall. The recovery enthalpy is 
modelled by semi-empirical coefficients based on 
boundary layer parameters like the Prandtl num- 
ber. It is proportional to the temperature gradient 
betwcen the boundary layer and the wall. The 
determination of the heat transfer rates is based 
on the Rcfcrence Enthalpy Method (Ref, 249). 
In a third step the time-depcndent temperatures 
within the wall are delcrmined. The 'cold-wall' 
heat transfer rates have to be transferred to 'hot- 
wall' rates which are material and time dependent. 
These rates are modelled by heat rate balance 
equations. The heat transfer within the wall is 
considered to be one-dimensional for relatively 
thin walls where conduction in axial direction 
inay be neglected (Ref. 250). In other cases - 
as for cxamples in wings - a two-dimensional 
approximation (Ref. 251) has to be used. The 
mathematical heat balance model considers the 
shell to be subdivided into several structural 
layers. Each onc is described by its properties 
(density, thermal conductivity, specific heat and 
- for tlie outer and inner surface - emissivity) 
and defines a balance cquation. The resulting 
matrix equation is solved and gives the desired 
temperatures. 
For more advanced design phases more effort 
can be put into these calculations.In this case a 
combined Euler and boundary-layer calculation 
seems to be appropriate for the determination of 
the aerodynamic parameters in many cases. For 
tlie simulation of the wall temperatures a similar 
;ipproach as above or more refined 3D methods 
could be used. 

The reaction of the surface temperature to active 
cooling is mainly a problem of construction and 
of acrodynaniics. No severc changes in the proce- 
dures nieritioncd above arc neccssary cxcept, that 
one has to consider the modified boundary layer 
temperature and, perhaps a different heat transfer 
rate. Passive cooling by ablative effects is more 
complicated. There are not only changes in the 
surface structure - like roughness - which can 
causc scverc acrodynarnic effects, but also the 
chemical processcs taking place in the ablating 
matcrial can change the thermodynamic behaviour 
of the wall. For sublimating materials like teflon 
this still can be modelled quite well by the above 
method (Fig. 88). For carbonization or similar 
processes this method has to be modified 
considerably. 

The unstcady as well as the cquilibrium tempera- 
tures of intcrnal components or structures can be 
approsiniatcd in a rather simple design approach 

by a node model, whcre cach nodal point rcprc- 
sents a unit of the completc systcm distinct froin 
the others by its thermal cocflicicnts and whcre 
each connection betwccn difkrcnt poiiits can 
represent heat transfer by conduction, convection 
or radiation. In this way a coniplicated structurc 
can be described by a systcni of a few nodcs 
leading to a corresponding set of coupled linear 
differential equations in timc that can be solved 
for the unsteady tenipcraturcs rathcr fast if thc 
different interaction cocfficiciits (conductivitics. 
and so on) for the conncctioiis are givcn. For 
more detailled invcstigations onc of thc standard 
finite elcment programs should be uscd. 

3.2!.8 AEROELASTICS 

In contrast to airplanes not the flutter of the wings 
is the major problem for riiissilc dcsigii usually, 
but the bending motion of thc body, especially if 
light-weight materials arc uscd and if nianocuvrcs 
at high speeds are executed, leading to vcry Iargc 
normal accelerations. A first guess for tlic static 
bending deformation and for tlic eigenfrequcncics 
has to be made in early design phases. An un- 
favourable interference of thesc frcqucncics with 
the frequencies of the control pnramcters must bc 
avoided in this phasc already. 

For a more detailled approach i n  later design 
phases standard codes for structural mechaiiics or 
dynamics have to be applied. But for fast guesscs 
the body may be approximated by sh;ift thcory 
(Ref: 252): For typical flight conditions the aero- 
dynamic normal force distribution and tlie centri- 
fugal force distribution according to the mass 
distribution and the normal acccleration arc 
calculated. If the bending deformation is rclativc- 
ly sniall the law of Hooke is valid, as well as  the 
hypothesis of Bernoulli that only bending mo- 
ments will appear in  this system. For given distri- 
butions of cross-sectioiial areas and of the elastic 
constants one can solve tlie fourth order diFfcrcn- 
tial equation by finite diffcreiice scliemcs. The 
boundary conditions lime to be choscn for ;I 
system being free at both eiids.To calculate tlic 
eigenvibrations and the cigenfrequencies one c m  
easily define an eigenvalue problem in matrix 
form .which is solved by a Martin - Wilkinson 
method. An example is givcn i n  Figs. 89 and 90. 
The corresponding eigenfrcqucncies arc 42 Hz, 
147 Hz and 272 Hz for the first, second and third 
eigenvibration, respectivcly. 

3.2.9 AEROMECHANICAL SIMULATION 

A combined flight mechanical simulation has to 
be executed for aeroclastics, scrotheriiiodynamics. 
some questions in signature simulation, for un- 
steady aerodynamics and othcr timc-dcpcndent 
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processes. In  the present chapter only store 
separation with mutual interference of aero- 
dynamic characteristics and the trajectory is 
considercd. 

In a fast dcsign approach a store separation 
problem can be solved by setting up a simple 
vortex and jet flow model and use an equivalent 
angle of attack method. In this way one can, for 
example, give a quick qualitative answer to the 
question for the flight behaviour of the missile 
wlicn the trajectory has to cross the wake of the 
airp1ane.h most cases of such early design work 
the coupling of aerodynamics and flight mecha- 
nics is done indirectly by executing an aerodyna- 
mic parameter study of the missile in a disturbed 
flow Geld and subsequently simulating the trajec- 
tory with this modified aerodynamic model. Very 
detaillcd investigations using advanced aero- 
dynamic tools can bc carried out in this way. A 
rcasonable mcthod for design purposes is to use 
a panel program extended by a viscous vortex 
modelling (Ref. 253). First, the flow around the 
carrier airplane has to be simulated with and 
without the store (Fig. 91), then the behaviour 
of the aerodynamic coeficicnts in dependence 
of the dispcnscr position relative to the disturbcd 
flow can be detcrmiried (Fig. 92). The scparation 
trajcctory is calculated subsequently (Fig. 93). 

In C ~ S C S  like that of Fig. 93, where not only the 
flight path crosses the downwash area but where 
a change in geometry takcs place (the wing is 
unfolded during the first 1.5 seconds) a combined 
aerodynamical and flight mechanical simulation 
should be executcd. Using the method described 
this is already very time-consuming and expensive 
but at least <affordable for short flight periods. For 
higher CFD codes a combined simulation like that 
usually will not be possible during a design 
process. If it is necessary to use such codes the 
scparatcd approach as described above will be 
favoured. 

3.2.10 AEROACOUSTICS 

Acroacoustic ef€ects always have been used to 
locatc artillcry positions and microphones are 
the common scnsors for submarine detection. In 
recent years advances havc been made to use the 
emitted noisc spectrum for location and identifi- 
cation of covered helicopters. On the other hand, 
there are intcnsive studies going on to reduce 
hclicopter and airplane (propulsion engine) noise. 
For missiles similar aspects can be of interest. 
To simulate aeroacoustic noise for design pur- 
poses one ~ s ~ i a l l y  starts with the FW-H equation 
of Ffowcs Williams - Hawkins (Refs. 254 and 
255) which originates from Lighthill (Refs. 256 
and 257). This equation describes the generation 
and expansion of noise emitted from monopole, 

dipole or quadrupole sources. Octopoles arc 
neglected in this approxiination. The FW-H cqua- 
tion is valid for rigid bodies that are inipcrmcablc 
for sound or encrgy. CFD iiicthods can bc used 
to determine the diffcrcnt soiirce terms. The dipole 
and monopole sources can be derived from chan- 
ges of the flow velocities and of thc aerodynainic 
pressurcs (viscous and inviscid), rcspectivcly Thc 
quadrupole terms havc to bc detcrniined froin thc 
shear stress tensor of thc flow. The solution procc- 
dure of the FW-H equation allows subscquently to 
simulate the pressurc distribution around thc noise 
emitting body induced by the propagation of the 
sound. 

An alternative method by Moeliring et al. (Rcf. 
258) is found in sevcral references (e.g. Ref. 259). 
It is based on the idca of a sound emitting vortcx 
field. Formally this theory is solved in a similar 
way as the FW-H approach. Again, pressurc and 
velocity characteristics of tlic flow havc to bc de- 
termined in a first step. A spccial aspect of this 
procedure is that thc quadrupolc term is writtcn 
as a tensor function of tlic vortex distribution. 

A very recent method USCS a stochastic approach 
(Ref, 260). Again, inean aiid turbulcnt acrodyna- 
inic quantities of the flow have to bc deteriiiincd 
in a first step by CFD methods. 

3.2.11 RADAR CROSS SECTlON (RCS) 

The survival of ii niissilc - which is closely linkcd 
to its penetrativity - is vcry niuch relatcd to the 
detection range by a dcfensive radar. Since this 
distance is proportional to the fourth root of the 
radar cross section (RCS), onc can easily undcr- 
stand that a very remarkable reduction of a RCS 
is necessary to increase its survivability by ii signi- 
ficant amount. Such spcctaciihr reductions of tlic 
RCS have been achiewd i n  the past mainly for 
airplanes. Fig. 94 conipxes tlie RCS of thc B-52, 
the B-1B and the US Air Force Stealth Bonibcr. 

The following paragraphs will prcsent a fcw 
niethods to reducc the RCS of a inissile. As incn- 
tioned bcfore, therc arc two basic approachcs to 
reduce the RCS: 
- to optimize the shapc of tlie airframc in order to 

minimize backscattcr (Fig. 95) 
- to coat the airframe in order to absorbe the 

incoming energy instcad of reflecting it. 
Both approaches have to bc uscd coherently i n  
missile design to achicvc tlie low-observability 
margin rcquired over the appropriatc frequency 
range. 

The aerodynamicist is mainly iiivolvcd i n  thc 
design of the niissilc shapc. Hc must dcfine the 
airfranie geometry taking into account constraints 



like the following ones which may be related 
indirectly with the selection of the materials: 

- supprcss specular points (direct rcflections 
at the surfaces into the direction of possible 
observers) 

- avoid surface irregularities 
- avoid straight leading edges, especially those 

parallel to polarization directions of probable 
radar signals 

- avoid visible links between different materials. 

These constraints impose special demands on the 
missile designers. 

Demands for the design of the outer shape are 
- design smooth profiles for the lifting surfaces 

and for the fiiselage 
- smoothen tlie link between body and fins 
- use an elliptic fuselage 
- swcep and curve the leading edges. 

Typical demands for air intakes are 
- subsonic int'akes have to be integrated into the 

fusclage 
- the irilcrior design of the duct has to take into 

account an eventual coating with absorbing 
materials 

- if a coating of the wall is intended the duct has 
to bc shaped in a way to maximize the number 
of reflections 

ground based radar 

appropriately. 

- use a top mounted intake to hide it from a 

- thc lips of the intake have to be shaped 

There is a great advantage of positioning surfaces 
in a direction where the radar wave hits them 
almost tangentially and not in normal directions 
to edges. 
To illustrate this some very simple considerations 
are made (Ref. 155): 
When the diameter of a sphere is remarkably 
largcr than the radar wavelength then its RCS is 
approximately the same as the cross section at any 
aspect angle. In Figs. 96 and 97 the radar signal 
reflected by the sphere is compared with that of a 
square platc of the same cross section for different 
aspect angles. Consider a wavelength of about one 
fifth of the length of the plate - regarding the note 
in Ref. 155 that it concerns a 10-h square -which 
could be for example a 20 cm square fin for a 
7.5 GHz radar. 
At normal incidence angle the reflection from the 
square platc will be 300 times the onc from the 
sphere If one rotates now the plate about one 
edge, thc RCS decreases and becomes equal to 
that of the sphere at an aspect angle of 35" off the 
normal direction. When the angle is increased 
further the reflection drops for another factor of 3 .  

If one rotates now the platc about a diagonal line 
re1,itive to the incident wave thc RCS decrease of 
a factor of 300 is reaclicd at 6" off the normal 
direction already and is dividcd by anothcr factor 
of 300 when the plate reachcs a shallow angle to 
the incoming radar, which amounts to a total 
change in RCS of factor 90000 between maximum 
and minimum. 

TA ing this into account, it seems easy to rcducc 
the RCS of wings and of control fins by posi- 
tioning them in a way that tlicir cdges are never 
aligned with the incident wave. However, multiple 
reflections will complicate the situation. 
For example, energy aimed into a cavity bounces 
back for all types of cavity shapes (Fig. 98). If one 
can attenuate the signal with each bounce by an 
absorbing material a multibounce design - for an 
intake, for example - will show considerablc ad- 
vantage provided that it can bc realized without 
sacrificing the acrodynamic performance of thc 
intake. 

The methods used for the simulation of the RCS 
are surveyed in Ref. 26 1. A simple design mclhod 
- comparable to the semi-empirical component 
build-up method of aerodynamics - is the 'caiio- 
nical shape method'. A major problem inhercnt in 
it is the modelling of Ihc interference effects, since 
for electromagnetic ficlds one has to consider 
phases and rather severe interactions. Another 
approach is the 'wire grid method' (Ref. 262). This 
is applicable for antennas and for structures con- 
sisting of wires. Therefore, it is usually not of in- 
terest for missile design.The 'continuous surface 
model' by patches (Ref. 26 I )  is an alternative ap- 
proach to the modelling of complex 3D stniclurcs. 
It is mainly used for smooth surfkces. Mostly tlie 
patches are chosen to bc triangular or rectangular 
panels. As in the wire grid method the electric or 
the magnetic field intcgral equations may bc used 
for the calculation. A considerable amount of 
computer time is necessary already for realistic 
examples. A further approach is the 'physical 
optics theory' (Refs. 261 and 263 - 265). It is 
based on the diffraction theory of Kirchhoff who 
described the diffraction phenomena of light by 
approximating the boundary conditions at the 
surface of the scattering object with the aid of 
optical principles. The method has been extended 
to nonperfect conductivity and double reflections 
for complicated structurcs. An even higher 
amount of computer time is needed in thosc 
cases, hi t  still the size of the panels ciin be 
chosen only to describe the body appropriately, 
it has not to be correlated to tlie wavelcngth. This 
means \:hat the same grid as used in aerodynamic 
panel calculations can be used for RCS simula- 
tions in most cases.This makes the method very 
attractive and shows that panel and physical optics 
calculations can be executed in the same phase of 
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the missile design cycle. An example for a physi- 
cal optics result for a typical missile shape is given 
in Fig. 99. 
The most advanced method - and, because of 
the large number of 3D grid elements that are 
needed, the most expensive one - are the 'Maxwell 
methods' (Refs. 266 and 267). They are compar- 
able with the Navier-Stokes approaches, but are 
even more expensive since the 3D meshes used 
therc have to have a small fraction of the radar 
wavclength in size. These methods solve the time- 
dependent curl equation of Maxwell numerically. 
They describe the propagation of an electro- 
magnetic wave into a space containing an arbi- 
trary-shaped dielectric or conducting body. By 
time-stcpping or by repeatedly implementing a 
finite-difference analogon to the curl equations 
at each cell of the corresponding space grid, the 
incident wave is tracked when propagating to the 
structure and interacting with it by penetration 
and diffraction. The final result is completed when 
each cell has reached a steady state. 

3.2.12 OPTICAL SIGNATURES 

Conventional detection of missiles by the smoke 
signature in the visible range has been described 
above; applicable design tools exist (Refs. 149- 
151). 

Most optical signature investigations deal with the 
IR signature since it is the one within the optical 
regime that is the most independent from environ- 
mental conditions, although still a lot of problems 
arise from them. Anyway, for a short description it 
is enough to consider IR, because all other optical 
frequencies show in principle the same features. 

The signature depends on the temperature distri- 
bution on the airframe surface and withm the pro- 
pulsive jet and plume, on the emissivities and on 
the apparent surfaces. 
For subsonic missiles hot parts are mainly located 
at the rear, i.e. the visible inner parts of the engine 
or nozzle and the core of the plume. Also air in- 
takes may emit radiation or may allow a look into 
the hot internal structure. The signature may be 
minimized in these cases 

- by shielding the hot parts, mainly the jet pipe or 
nozzle 

- by mixing fresh air into the hot flux behind the 
base to decrease its temperature significantly 

- by the use of flattened nozzle exit sections which 
reduce the length of the plume core and enhance 
its chance to be masked by the airframe at low 
aspect and elevation angles 

- by the use of a top-mounted air intake which 
cannot be seen from a ground-based sensor. 

be added to these radiative sources duc to aero- 
dynamic heating. For this aspect the optimization 
can be done by 

- finding an optimum betwcen a few small hot 

- cooling the airframe 
- designing a shape that deflects solar and 

- using stealthy R paintings that are consistclit 

spots and a cooler but larger surface 

background radiation 

with RCS requirements. 

According to the statements above the first step 
to simulate optical signatures i n  a design phase is 
to model the temperature distribution ovcr thc 
missile during the mission. I n  ii very fast approach 
one can simply use Planck's equation (possibly for 
certain spectral windows) to get a radiation inten- 
sity for a given observer (Fig. 100). 
Plumes take much morc effort even for a first 
guess, except one can use some of the existing 
data sheets (e.g. Ref. 146). For ;i rather smokeless 
plume an optical depth model similar to that used 
for stellar atmospheres can be used approximately 
(Fig. 101). A small fraction of particles will 
change the temperature-dependent absorption 
coefficient. A semi-empirical plume model is 
appropriate for this method. 
More accurate simulations of the IR signature - 
mostly executed for possibly hostile TBMs, since 
they are not accessible for meiisurements - need 
a very detailled modelling of the flow paramcters 
to calculate the vibratioii-rotiitioii and elcclronic 
spectra of all constituents ofthe plume. Each 
single line or at least cach band envelope has to 
be considered. This method is very expensivc, not 
only because of the effort to execute the radiation 
calculation with such an high resolution but also 
because each particular calculation like the aero- 
thermodynamic and the plume simulation has to 
be executed for many time steps of the complete 
mission and within the given scenario (Fig. 102). 
For all models the background radiation and the 
transmission through the atmosphere to the ob- 
server has to be simulated. Several standard 
environmental and transmission codes can be 
used for that purpose. In  the case of a detailled 
study for a re-entry vehicle one gets it set of 
spectral distributions depending on the environ- 
ment and the location of the observer (Fig. 103). 
A more detailled disciission of this subject will 
be given in a separate lecture of this series. 

3.3 EXAMPLES OF MODERN 
MISSILE DESIGN 

To illustrate some of thc differcrit subjects dis- 
cussed in this lecture three reccnt examplcs for 
missile design are presented. Of course, they do 
not include all the problcins that c m  arisc i n  

For supersonic missiles the whole airframe has to 
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practical work but one can guess from thcm the 
possible contexts of some of the special 
tasks. 

3.3.1 HIGH VELOCITY MISSILE 

Since no results of a detailled study on hyper- 
sonic missiles are available for publication to 
the authors at the moment, the TLVS (Taktisches 
Luft-Verteidigungs-System) missile is presented 
as an example for an high velocity missile. A 
design study has been finished recently. 

The main design demand was an high hit proba- 
bility for the possible targets (helicopters, air- 
planes, missiles, TBMs) which, in consequence, 
leads to the secondary demands of fast reaction at 
launch (+ vertical launch, Fig. 104) and of very 
high manoeuvrability. 
The missile will be equipped with a double im- 
pulse propulsion (DIP) system and with an active 
radar sensor. The component most relevant for 
aerodynamic design is the lateral jet control 
located close to the center of gravity and using 
four liquid fuel propulsion units. This system 
helps to increase the performance in the end 
game by shortening the reaction time of the 
control system. 

Since the maximum velocity is only about Mach 
4.5, hypersonic effects are not yet ofvery high 
importance. Nevertheless, aerodynamic heating 
along the trajectory had to be checked. First 
guesses for the aeroelastic behaviour were of 
importance because of the fast manoeuvres at 
high lateral accelerations and of the rather high 
L/D ratio with a relatively lightweight structure. 

Not every detail of the lateral jet control system 
was investigated during the study. But the hard- 
ware development has made considerable ad- 
vances - it will deliver 6000 N of lateral thrust - 
and the studies concerning aerodynamic inter- 
action effects have proved the applicability of the 
system. Though, as has been mentioned before, 
the location of the lateral jet exhausts at the sur- 
face of a cylinder is not optimal for the efliciency 
(for many points on the trajectory the jet effec- 
tiveness ratio is smaller than one) and some 
further improvements are certainly possible. 

Most of the aerodynamic effort that has been made 
during the design study was to find an optimal 
airframe design for the missile. Manoeuvrability, 
range, modularity and flexibility were major 
aspects. Some of the considerations are presented. 
To reach high lateral accelerations the missile has 
to be trimmed up to high angles of attack. Since 
this is necessary for any roll position of the 
missile, a purely axisynimetric body without 

lifting or control surfaccs would bc optimal. But, 
on the other hand, it is vcry difficult to slabilix 
and to control a pure body. For a iiiissile wilh 
wings and fins the aerodynamic characteristics 
(e.g. normal force and pitching momcnt) arc 
dependent on the roll anglc (Fig. 105). One can 
see that the influence of tlic fins can be neglcgiblc 
in some cases while this is not thc case for the 
wings. Therefore, a much higher effort is neces- 
sary to include this roll dependence into the 
control system. 

Another disadvantage of a winged configuration is 
that it can be trimmed only up to smaller anglcs of 
atlack than a wingless missile. Fig. 106 shows ;I 
mission diagram for a missile. For a given velocity 
and altitude one can read from it the trim condi- 
.tions needed for different demands to lateral 
acceleration and for the actual center of gravity. 
This is located usually at about 50% to 60% of the 
body length and will change to more foreward 
poijitions wlule the fuel is being consumed. The 
angle of attack that can be trimmed is reduced 
the:n and with it the maximal normal acceleration. 
One can see from Fig. 106 that the winged con- 
figuration has an aerodynamically better perfor- 
mance - the lift is twice that of a wingless missile 
at the same incidence - but the maximal angle 
where it can be trimmed is much smaller. One can 
also see that for normal accelerations of less than 
log, the drag of the wingless configuration is 
smaller than the other one. Therefore, thc winged 
missile will have a highcr drag for most of the 
mission except for a fcw estrenie manoeuvres. To 
achieve a similar range to trim the winged missile 
one would have to consider a variable wing 
geometry which would introduce constructive 
difficulties for missions of this type. The disad- 
vantage of the wingless configuration is its lower 
performance which means a slower reaction to 
control commands. This has beeii improved by 
using the lateral jet device. 

3.3.2. DISPENSERS 

In contrast to the above example which prescnted 
a ver,y conventional geometry, the airframe shapc 
of dispensers usually is rather unconventional, 
often with variable components. In addition to 
that, ,one has to solve thc aerodynamic problems 
of aircraft carriage and store separation, of high 
manoeuvrability at very low altitudes, submu- 
nition ejection and multi-body interference, 
possibly with retarders or gliders. The usually 
high subsonic speed will be increased in the future 
to low supersonic ones and, therefore, includes in 
both cases the transonic speed regime where diffi- 
cultie:; arise, especially for such geometries. 

A family of dispensers is presented here. 
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D WS (Dispenser Weapon System) was developed 
for JAS39 Gripen but is adaptable to most other 
combat aircr,<t. It is an unpowered stand-off 
missile with a range of up to about 10 km depen- 
dent on thc specd at launch and with a cruise 
altitude of 200ni to 30m. It is in production 
already. 
The dispenser may be adapted to differcnt sub- 
niunition loads. The submunition is delivered by 
forced sideward ejection lot after lot in conlroll- 
able iiitervals (Fig. 107). 
Since the span was limited, a planar wing was 
selccted to attain the manoeuvrabi 1 i ty required 
i n  the pitch planc. In consequence, there are 
priniarily bank-to-turn nianoeuvrcs and high 
anglcs of attack (up to 20') and small angles of 
sideslip occur. The aircr[aft carrier causes a large 
nose down pitching moment which means that the 
angle of attack range had to be extended down to 
20". To incrcase the manoeuvrability the guidance 
and control have been decided to work in three 
axes (pitch, yaw and roll). A body with a flat 
rectangular scction with a height/width ratio of 
about 0.5 cannot be controlled by a conventional 
tail arrangement with elevator and rudder. 
Therefore, a cruciform tail configuration was 
chosen and had to be adapted to the rectangular 
body. There is a small boat tail with 3Oo/45O fin 
arrangement including fixed fin sockets for 
actuator iiistallation. The nose is symmetrical with 
a nearly elliptical cross section. 

KEPD / CASOM (Kinetic Energy Projectile 
Dispcnser) and TADS (Target Adaptive Dispenser 
Systcm) arc advanced mcmbers of this dispenser 
family. The stand-off capability is up to a long 
rangc due to turbojet propulsion. Launch and 
forget features at all weather conditions are 
included. The long range at moderate (high sub- 
sonic) velocities make stealth features neces- 
sary. In addition, terrain following manoeuvres 
are executed at low altitude (Fig. 109). 
There are different warheads for the modular 
conccpts: KEPD can alternatively carry a pene- 
trator shot by a Davis gun or submunitions. TADS 
shall carry self-targeting submunitions that will be 
ejected almost vertically by a short burning rocket 
motor. An IR sceker with an image processor is 
integratcd into the nose section (Fig. 108). 
The development phase is being started if enough 
customers will be found. The configurational 
design shows again a body with almost rectangu- 
lar cross section, a bifurcated or chin inlet, asyni- 
metric cruciform tail configuration and variable 
geomclry of the exposed part of the wing. To 
minimize the IR signature, exhaust duct covers 
will be used, the radar cross section is optimized 
by adapting the shape in accordance to aerodyna- 
mic necds (Fig. 108) and can be improved by 
coatings. 

The similar design of thc dispenser faniily makes 
the design and developriicnt much inorc effective. 
Relatively large data bascs havc becn built up aftcr 
and [after, so that inany iuodificalions can bc easily 
interpolated froni existiiig iiiforination. Major 
aerodynamic work packagcs iiicludcd wind- 
tunnel tests with air flow through thc modcl to 
investigate inlet effcctivciicss (distortion and 
swirl), and to execute 6-coinpoiicnt mcasure- 
ments for the global modcl and for different buill- 
up configurations and 3-componeiit measurcincnts 
for the control fins. Storc scparalion tests wcre 
added. Pressure and load distributions had lo bc 
calculatcd for different vcrsioi1s by ii pancl niclhod 
which incorporated cinpirical data for high anglcs 
of attack from wind tuiiiiel tcsts. Interfcrcncc 
effects on the dispenscr passing the jet plume or 
the downwash of the wing during uprise 
manoeuvres had to bc considcrcd. A semi- 
empirical approximation and ;i pancl nicthod 
including advanced vortcx inodclling have bcen 
used for this simulation. 

Special aerodynamic features of dispensers, 
especially those of this family are 

- the non-axisymmetric body causcs a distinct 
body lift and severc vortical flow 

- the wing design (aspcct ratio, sweep angle, 
profile) has to considcr tlic high lift 
characteristics of thc bodv: at about tx=20° 
CZwing=CZbody=50% 

- the Ditching moment stability should be as littlc - 
as possible to improve the manoewrabillty 

- guidance and control rcquircmcnts demand a 
very high accuracy in aerodynatnic modelling 
to handle the nonlincar pitching moment 
characteristics causcd by body and wing vorti- 
cal downwash interfercnce cffects on the fins 

- there are only small angles of sideslip due to 
bank-to-turn manocwres, except for the store 
separation phase 

- the small yaw and roll stabilitics due to influcn- 
ces of the rectangular body, to thc high wing 
arrangement and to thc control fin configuration 
reduce the requirements for roll control 

- vortices separated froni body edges show severc 
influence on the effectivencss of the propulsion 
inlet, especially for the bifurcated side inlets 

- the variable wing has to meet the required 
pitching moment stability i n  folded (at releasc) 
and unfolded (during free flight) position. 

3.3.3 FIBER OPTIC GUIDED MISSILE 

A good example of this lypc of missiles is 
POLYPHEM which is currently in a first de- 
velopment phase. ll covcrs all typical fcaturcs 
mcntioned bcfore. Its rangc is about 2 km to 
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30 km; launch elevation is about 60' to make 
launches possible from a covered position. The 
missile is guided from the firing position by the 
iisc of a TV or 1R camera with a real-time trans- 
mission of data in both directions (Fig. 110). 
By using optical fibre these signals cannot be 
disturbed. The use ofa  turbojet engine with 
adjustable power setting opens a wide range 
of manoeuvres. Due to the current technologi- 
cal state of image processing the flight velocity 
has to stay below about 250 m/s.  

The overall system design (Fig. 11 1 )  is to a great 
extent conventional. The body is axisymmetric 
and, apart from the external cable channel cylin- 
drical. There is a large cruciform wing (possibly 
folded before launch) and rear tail control. The 
profile of the wing is symmetrical. The missile 
is roll-positioned in its x-position, subsequently 
Cartesian control and skid-to-turn flight mode is 
utilized. The span of the wing was derived from 
the limitations for maximum angle OF attack and 
€rom the requirement of maximum lateral acce- 
leration. The design and the location of the wing 
and the fins took into account the vortical down- 
wash and the interference effects of the jet ex- 
hausts with rudder effectiveness (Fig. 112). 
Kcy components of the missile are the turbojet 
engine, the fibre optical guidance system incor- 
porating up to 100 km optical fibre on a bobin in 
the missile afterbody, and the image processing 
for target acquisition and distinction. 

The aerodynamic design has been executed in 
thrce major cycles. Thc numerical design allowed 
first simulations of the performance. Preliminary 
wind tunnel tests with an inexpensive model, 
tested in a low-cost facility, improved the mathe- 
matical aerodynamic model for advanced simu- 
lations. Large-scalc wind tunnel tests (full scale 
model including cold gas exhaust simulations) 
finally establishcd the aerodynamic model which 
is used now for flight simulations and for guid- 
ance and control design. The intcrnal aerodyna- 
mics of the intake was tested on a separate inlet 
model. 

The normal Force and pitching moment character- 
istics are almost linear over the full angle of attack 
range up to 16'. At higher incidence asymmetric 
separation occurs on the wings inducing a severe 
rolling momcnt. The missile possesses static 
longitudinal stability over the whole flight. The 
x roll position chosen is highly favourable with 
respect to maximum trim lift coefficient since 
flow separation is postponed to higher angles of 
attack. 

Recently, a design study was started to extend the 
range of POLYPHEM considerably for sea- 
defense missions. In addition to sea-skimming 
manoeuvres the missile needs a stealth design in 

this case. A first design For it low RCS version a 
monowing design utilizing coordinated bank-to- 
turn flight mode, is sho\vJi in Fig. 113. To opti- 
mize the aerodynamic design, the signature and 
:flight performance one has to iiiclude all thesc 
;ispects in the simulations. Substantial decrease 
in RCS compared with coiiventional designs is 
necessary to decrease the detection range consi- 
derably. Not the overall values for the RCS are 
important but only those at aspect angles in co- 
incidence with the target or other defence instal- 
lations (e.g. AWACS) during the full trajectory 
of the (sea-weaving) missile. Aerodynamic as-  
pects like flight performance, drag or intake 
efficiency must not be neglected in the early 
design phase. 
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p, DEVELOPMENT 

HIGH L IFT  DEVICES 
H I G H  m AERODYNIWICS 

I N L C I  OPERATION AT 

RCS VS. ALRDDYNIWIC 
EFFECTIVENESS 

Pig. 3: 

TRADE-OFF STUDIES 
RCS VS. INLET AND APFtlCATlONS OF 

POTENTIAL L I D  

Tcchnology improvement :ireas rclated 
to range, manocuvelabilil~~, and penelra- 
tivity (Re[. 2). 

1 
Control 

Autopilot actuator* 

F L I G H T  

TERMINAL I GUIDANCE 
HANDoVG~ 
-15-20 

CRUISE 
HIGH Mm 
a-5' 

A L T  I T U  D E  

ENCAC EM EN: 
a -25-30 

a -0'  TAKEOVFR 
a- 0 

and arming 
mrchanirm 

Fig. 2: Layout of a typical guided weapon 
(Ref. 1). 

I 

R A N G E  - 
Fig. 4: Advanced air-to-air missile flight profile 

(Ref. 11). 

INTEGRAL 

SPECIFIC IMPULSE 
-2Ul SECONDS 

ROCKEl 
/PORT COVER NOZZLE 

Fig. 3: How the integral rocket-ramjet works 
(Ref. 11). 

r -  

MISSILE FLIGHT DURATION 2 

Fig. 5: Mean dome temperatures versus flight 
time and altitude (Rcf. 18). 
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Fig. 6: Miss distance R of a missile with 
observer as a function of the errors of the 
aerodynamic coefficients (Ref. 2). 

A X 1 1 1  PlATC 

Fig. 7: Some thrust vector control systems 
(Ref. 22). 
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Fig. 8: Mach 8 baseline cruise scramjet inte- 
grated waverider.Top lek top view 
of the vehicle. Top right: view from 
tai1.Center: undersurface with engine 
ramp, cowl and nozzle. Bottom: side 
view (Irorn Ref 31). 

Bwster --- Ramjet IUS~ 

Podded combustor 

A. initial Podded Ramjet ConfiguratlOn 

Booster- 

Ramlot combustor 

B. Tandem Rocket Ramjet with Submerged Nozzle 

Intognl bOO.1.r 

Intw~l  rocket nm].lcombustor 

c. internal Rocket Ramjet 

fig. 9: Evolution of integral rocket ramjet 
configuration (Ref. 33). 
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Clean oircrnft 

Ai& with weapons - 
geometric view 

Aircraft with weapons - 
View carrespending to aerodynamic drag 

Fig. 12: TADS parget Adaptive Dispenser 
System). 

!I T 

Rig. 10: Drag of not integrated stores w. 34). 

Fig. 11: APACHE Modular stnnd-of€-rnissile 
(Ref. 4). 

Fig. 13: Ribbon parachute at supersonic speed 
(Re. 36). 
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Fig, 16: Bended nose control device (moved by 
hot gas or electro-/piezo-mechanidy) 
(Ref. 39). 

13.94 
3.60 +- 7.49 .4 X I 9  ACTUAL 

IMPACT 
7.42 -4 POINT + 

EXPECTED 

POINT 

AERODYNAMIC JUMP 
-IMPACT 

J 1st X-RAY 

& - ---- ..-- _---- . , 
a? t 

2nd X-RAY- 19.' 

SAROT f' 

ALL DIMENStONS IN CALIBERS (ONE CALIOER - 36.2 mml 

?is 14: Schematic sketches of hypersonic 
projectiles M829 (above) and M735 
@elow) from Ref. 37. 

Fig. 15: Principle of collision point 
oriented line-of-sight guidance 
(Ref. 39). 

i POINT 

Fig. 17: Vector diagram indicating the closure 
analysis with sources of disturbance to 
the projectile trajectory (Ref. 43). 

. 

Fig. 18 Sketch of a potential high velocity 
missile with integrated intakes. 
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Fig. 19: Retarder applications (Ref. 46). 

Fig. 20: Retarded Bombs (Ref. 46) 

Fig. 21: Rotating and gliding parachutes 
(Ref. 46). 

Fig. 22: Overall functlon of the Lwided terminal 
phase of a brilliant anmunition concept 
Ref. 47). 

Fig. 23: Dynamics of clouds of finite viscous 
vortex areas for interacting circular 
bodies in normal flow (Ref 50). 

0 1 2 3 4 l r  
I s.c 

Fig. 24: Schematic sketch of an air-drop 
operation (A-D) and typical history 
of parachute opening force (E) 
(Ref. 54). 
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-- 
Fig. 25: Porosity effect on canopy stability 

(Ref 46). 

Fig. 26: Load/parachute wniiguation with 
interaction of vortical flow separated 
from both parts (Rd. 58). 

Fig. 27: Components of a supply glider. 

Fig. 28: Delivery concept for a supply glider 
(Ref. 8). 

itwom NUME, n, . %! ". 
~ i g .  29: Separation effects for a body with 

circular cross section (Ref. 65). 

\-GAS GENERATOR 

Fig. 30:! Schematic sketch of M864 gas 
generator (Ref. 89). 
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Fig. 31: Stream function contours without base 
bleed (I+), M a 4 . 9  (Ref. 90). 

YID 

o'8 r-----l 
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X/D 

Fig. 32: Stream function contours with base 
bleed (I=O.13), Ma=0.9 (Ref. 90). 

M,=1.30. GUN ELEVATION=47.8a 
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RANGE, KM 

Fig. 34: Schematic sketch of a rocket exhaust 
plume flowfield (Ref. 96). 

+ 

Fig. 33: Predicted M864-L trajectories with and 
without base bleed (Ref. 89). 

Fig. 3 5  Free jet structure for different particle 
parameters, gas velocity contour lines 
and particles (dots), (Ref 99). 
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Fig. 36: Typical flow pattern of two-dimensional 
sonic or supersonic jet in supersonic 
flow (Ref. 110). 
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Pi-& 37: Jet effectivencss ratio for sonic lateral 
jets in a supersonic slreiun. 
2.4 <Ma < 4.5 (Ref. 114). 
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Fig. 3 8  Effect of adjacent surfaces on the jet 
effectiveness ratio (Ref. 114). 

Fig. 39: Pressure distribution induced on a body 
in axial flow disturbed by a lateral 
sinusoidal gust. 

Fig. 40: Interference effects between dispenscr 
and two submunition bodies direclly 
after the ejection; pressure distribution 
at M~0.546, a=Y, panel method. 

I 
I 
I 

L - " 3  4 
I 
I 
I 

Fig. 41: Distribution of the additional flow on 
it wing induced by the pitching motion 
(Ref. 115). 
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Fig. 4 2  Roll-rate induced wing lift dislribulion 
Ca (Ref 116). 
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Fig. 43: Pitching moment results Cmq+Cmb of 
a wing-body-tail confguration with free 
oscillation tests at the DFVLR Cologne 
(Ref. 116). 
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Fig. 44: Stagnation temperature in dependence 
of Mach number and altitude. 
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Fig. 45: Materials and the temperature 
dependence of their specific tensile 
strengths (Ref. 126). 

Free stream * 

Fig. 46: Schematic skelch of velocity and 
temperature boundary layer in a 
compressible viscous flow (Ret 128). 

Fig. 47: Hypersonic interceptor with a 
mosaic window (Ref. 133). 
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Single Slot Ejection 
b 

Multl-Port Ejeclion 

Fig. 48: Single slot and mosaic mixing 
thickness (Ref. 133). 

- Wd - - (laxwe 

mach number 0 LI 

2 2.2 2.4 2,6 2.6 

Effect of missile flexibility on the 
manoeuvrability (Ref. 4). 

Fig. 49: 

W.VnlmlU rn) 

Fig. 50: Typical in€rared emission ofa missile 
plume (Ref. 148). 

,MlW 
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,*I 

Fig. 51: RCS characteristics of a vertical tail 
(Ref. 158). 

-lol- 
Cone-cylinder 

I 

v) 
0 
U 

0" llp 20" 30" 
Nose Azimuth angle 

Wig. 52: RCS characteristics of different 
forebcdy shapes (Ref 158). 

9 

6 

3 

0 

dB 

-3 

-6 

- 9  

-12 

-15 

-21 
0 36 72 108 144 180 216 252 288 324 360 

c [ O K ]  

-18Eil ii i i i i i ii iii iu i ill 
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configuration versus roll angle 
(Ref. 158). 
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IMIIPICALAND NUMERICAL EXQEPIMEMAL 

A C A  
I 
I 

w i Mach 
..- 1.- I.- 1.- ... w .._ 

Fig. 55: Drag prediction for a complex missile. 

ilcmq + Cm6 

Fig. 56: Prediction of pitch damping coefficient. 

I I1 
6enetic ianticum mlyii. ASMQ . Alrbmalhing miull. 

Fig. 57: Panelling for complex configurations. 
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Fig. 58: Surface pressurc distribulion on a 
wing-body-tail configuration at M F ~ ,  
a= 20'; Eulcr solution with FLU3C. 

' A  

Fig. 59: Surfdce pressnre distribution on 
ASTER 15; Eulcr solution with FLU3C. 

Fig. GO: Isobars for ASTER at Ma=2.5. 
a=lO"; Eulcr solution with K U 3 C  
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I ............ 

Fig. 61: Comparison of experimenlal and Euler 
FLU3C surface pressures on a long 
wing (ASTER) at Ma=2.5. 

Fig. 12: Mesh and surface pressure distri- 
bution for A N S  missile at Ma=2, a=p; 
Euler solution with FLU3C. 
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Fig. 63: Mach number distribution for a 
spinning anti-tank missile with lateral 
jets at Ma=O.3, a*'; Euler solution 
with SESAME. 

b 

Fig. 64: ASTER with two lateral jets; Mach 
number contours in a transverse plane 
downstream the injec tion at Ma=3, 
a=lOO: Euler solution with KU3M. 



0 

c) Ricth lima. RA = 10'. 

Fig. 6 5  Euler and boundary layer solutions for 
ASTER 15 at Ma=4.5, a = 5 O  (Ref. 184). 

. 
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Fig. 66: Mach number contours of ASTER at 
Ma=3, a=lOD, Re,=8.6.1Os; TLNS 
solution. 
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Fig. 67: Afterbody and fins of a K!3 projectile 
(pressure side) with liquid crystals at 

Fig. 68: Sketch of a general layout of OPMS in 
a wind tunnel (Ref. 203). 

Ma=3, a40 (Ref. 201). 

STRUCTURES 

1 I 

Fig. 6 9  Sketch of the iterative design cycle for 
missiles (Ref 2). 

Fig. 70: Sketch of interactions of technology 
areas in the design of conventional 
missiles. 

L 

Fig. 71: Sketch of interactions of technology 
aress in the design of modem missiles. 



Fig. 72 Typical trajectories of missiles with 
vertical or nearly vertical launch. 
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Fig. 73: Normal force coefficient versus angle 
of attack. All l i g  surfaces in + posi- 
tion. Calculations with (- ) and with- 
out (--) corrections beyond a crit w. 220). 
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Fig. 74: Pitching moment coefficient versus 
angle of attack. All lifting surfaces in 
+position. Calculations with (-) and 
without (---) corrections beyond a crit 
@ef. 220). 
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Fig. 75: Sketch ormissiles with different 
types of intake positions (Rcf, 4). 

Fig. 76: Sketch of different types of ventral 
intakes (Ref. 4). 

Lenticular conflgurallon 
IONCRN 

Waverlder conflguratlonr 
ISCHINDEL. RASMUSSEM 

Fig. 77: Configurations with non-circular cross- 
section: Waverider (Refs. 29,231 and 
232) and lenticular (ONERA) con& 
gurations. 

Fig. 78: Sketches of different types of grid Wings 
(Ref. 233). 
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Fig. 79: Grid-fin aerodynamic coefficients 
versus angle of attack for the four 
7.62x15.24-cm fins (CN=normaJ 
force, CMRCBM = chordwise bending 
moment at root, and CMH = hinge 
moment) (Ref. 234). 
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Fig. 8 0  Experimental C, and C, characteristics 
versus angle of attack of two grid 
wings (frame and comb) at Mach 
numbers 1.85, 2.5, and 3.5 (Ref 233). 
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Fig. 81: 3D sketch of a lateral jet in an external 
supersonic flowfield (Ref 4). 

Fig. 8 2  Schlieren visualization of lateral jet 
control: Local and downstream 
interactions ofjet and external flow 
(Ref. 4). 

', 
'\ 4 

Fig. 83: Lateral jet in an extcrnal subsonic flow; 
local interactions @ef 240). 
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Fig. 84: Lateral jet in an external supersonic 
flow; local interactions (Ref. 4). 
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Fig. 85: Lateral jet in an external supersonic 
flow; downstream interactions 
(Ref. 4). 
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Fig. 86: Sketch of the contributions to the skin 
heat transfer (Ref. 125). 
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Fig. 87: Surface temperiiture for an hypersonic 
projectile along its trajectory (Rd. 246) 
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Fig. 88: Re-entry vehicle with sublimating 
surface material: Geometry, altitude, 
velocity, thickness of the ablative 
coating, surface temperature 
@d. 246). 
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Fig. 83: Load distribution on n missile body 
for lateral nccclcration. 

O.Oo0 

0.020 

after Elastic Bending I 

Fig. 90: Static deformation of the missile body. 

Fig. 91: Simulation of a dispenser @WS) 
carried under the wing of an airplane 
(Viggen). 

Fig. 92: Dispenser in a vorlical flowfield of 
comparable diameter to the cross 
section. Aerodynamic coefficients C,, 
Cy, C,, C,, C,, C, are shown in 
dependence of y and z coordinates 
(Ref. 253). 
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Fig. 93: Separation trajectory in y-z plane of a 
dispenser with movable wings for t=O.O 
to 6.5 sec. 

Fig. 94: Radar cross sections of three US aircrall 
(Ref. 4). 

Sphere 
Square 

Plate 

I - l t . 4  
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Normal to Edge Along Diagonal 
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Fig. 96: RCS of a square plate in comparison to 
a sphere (Ref. 155). 

Fig. 97: RCS of a plate with dimension 5 h 
x 5 h, w-polarization. 

Fig. 95: Low Observable Configuration, Texas 
Instruments concept (artist’s view). 
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- 
Straight Duct - 1 or 2 bounces 

___. 

S-Duct - 4 or 5 bounces 

Pig. 98: Energy return from ducts (Rer. 155) 
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Fig. 99: RCS of a IvDical missile confieuration 
I _. 

at 10 GHz, aspect angle 8 = 0" 
(Ref. 265). 
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Fig. 100: Optical signature of a generic missile 
along its trajectory; velocity, 
representative temperature, visible 
surface, radiation intensily (Ref. 246). 

Fig. 101: Sketch of the optical depth method for 
a smokeless plume. 



1-74 

Fig. 102: Sketch of the full scenario for the 
signature simulation of a TBM. 

., 
0 , . , . . . , , 

2.0 .:I s:a 8.h m'.o t i 0  l"'.O d o  I i . 0  

Fig. 103: Spectral signature of a re-entq vehicle 
(witout plume) at 36 km altitude for an 
observer at 0 km altitude, 36 km dis- 
tance, 180" aspect angle (above), and 
for an obsemer at 40 km altitude, 37 km 
distance and 18O0 aspect angle 
(RH. 26s). 

Fig. 104: TLVS missile at vertical launch. 
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Fig. 105: Normal forces and pitching moments 
for missiles with and without wings 
for + and x roll positions at Ma=1.5; 
semiempirical method. 

Fig. ]!OR DWS 39, ejection of submunition. 

Fig. 108: TADS model with low RCS shape. 

Fig. 106: Mission diagram for a missile with and 
without wings. 

Fig. 10% Flight prosle for TADS in cruise 
and attack phase. 
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. .  

Fig. 110: POLYPHEM for ship to coast mission; 
vertical launch and remote control by 
image processing. 
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\ 

Fig. 111: Main components and key-technologies 
for POLYPHEM. 

Fig. 112: Tangential velocity distribution on the 
surface of POLYPHEM with and with- 
out turbojet and for deflected fins, 
panel calculation including a viscous 
jet model. 

Fig. 113: Model of a stealth design for a long 
range sea-skimming POLYPHEM 
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ENGINEERING CODES FOR AEROPREDICTION: 
STATE-OF-THE-ART AND NEW METHODS 

Frank G. Moore 
Weapons Systems Department 
Naval Surface Warfare Center 
Dahlgren Division (Code G04) 

Dahlgren Virginia 22448-5000 
U.S.A 

1.0 ABSTRACT 
This paper discusses the pros and cons of numerical, 
semiempirical and empirical aeroprediction codes. It 
then summarizes many of the more popular approximate 
analytical methods used in state-of-the-art (SOTA) 
semiempirical aeroprediction codes. It also summarizes 
some recent new nonlinear semiempirical methods that 
allow more accurate calculation of static aerodynamics 
on complete missile configurations to higher angles of 
attack. Results of static aerodynamic calculations on 
complete missile configurations compared to wind 
tunnel data are shown for several configurations at 
various flight conditions. Calculations show the new 
nonlinear methods being far superior to some of the 
former linear technology when used at angles of attack 
greater than about 15 degrees. 

2.0 SYMBOLS AND DEFINITIONS 
Planform area of the body or wing in the 
crossflow plane (ft') 

% 

Aref Reference area (maximum cross-sectional 
area of body if a body is present or 
planform area of wing if wing-alone) (ft') 

A, Planform area of wing in crossflow plane 
(ft') 

a Speed of sound (fthec) 

AR Aspect ratio = b'IA, 

b Wing span (not including body) (ft) 

C,,,C,,,CAF Total, base, and skin friction axial force 
coefficients respectively 

Drag CD Drag Coefficient = 

Cd, Crossflow drag coefficient 
112 P 

Cfca Mean skin friction coefficient based on 
freestream Reynolds number (K), 

CM Pitching moment coefficent (based on 
reference area and body diameter if body 
present or mean aerodynamic chord if 
wing alone) 

Spanwise pitching moment of wing airfoil 
section 

Pitch damping moment coefficient 
derivative 

1 NormalForce Normal Force Coefficient ( 
1/2P_fJrc, 

Spanwise normal force of wing airfoil 
section 

Body alone normal force coefficient 

Negative afterbody normal-force 
coefficient due to canard or wing shed 
vortices 

Additional normal-force coefficient on 
body due to presence of wing 

Additional normal-force coefficient on 
body due to a control deflection of the 
wing 

Linear component of normal-force 
coefficient 

Nonlinear component of normal-force 
coefficient 

Negative normal-force coefficient 
component on tail due to wing or canard 
shed vortex 

Normal-force coefficient of wing in 
presence of body 

Additional normal-force coefficient of 
wing in presence of body due to a wing 
deflection 

Normal-force coefficient derivative 

Pressure Coefficient (z) 
1lZP_Vz_ 

Base pressure coefficient 

Presented at an AGARD Special Course on 'Missile Aerodynamics', June 1994. 
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(CpB)NF,a Base pressure coefficient with no fins 
present and at angle of attack 

I (CpB) a,d,t/c,dc Base pressure coefficient with fins present 

I % 
c, I 

H 

h 

4 w  

h, 

h, 

h* 

1 

kl 

of some t/c, xlc, 6 ,  and body at some CY 

Stagnation pressure coefficient 

Root chord (ft) 

Tip chord (ft) 

Body diameter (ft) 

Reference body diameter (ft) 

Internal energy (ft2/sec2) 

Dimensionless empirical factor used in tail 
normal-force coefficient term due to 
canard or wing shed vortices to 
approximate nonlinear effects due to a 
control deflection 

Symbols defining parameters used in base 
drag empirical model 

Lateral location of wing or tail vortex 
(measured in feet from body center line) 

Heat transfer coefficient based on wall 
local temperature (ft-lb)/( ft2-sec- O R) 

Total enthalpy (ft2/sec2) 

Heat transfer coefficient based on wall 
local specific enthalpy 
[slug/(ft2-sec)] 

Specific enthalpy (ft2/sec2) 

Adiabatic wall specific enthalpy (ft2/sec2) 

Specific enthalpy at outer edge of 
boundary layer (ft2/sec2) 

Height of wing or canard shed vortex at 
tail center of pressure (ft) 

Specific enthalpy at wall (ft2/sec2) 

Reference value of specific enthalpy 
(ft2/sec2) 

Tail interference factor 

Empirical factor defined in wing-alone 
nonlinear normal-force coefficient term 

Ratio of additional body normal-force 
coefficient derivative due to presence of 

wing to wing-alone normal-force 
coefficient derivative at 6 = 0 deg 

Ratio of normal-force coefficient derivative 
of wing in presence of body to that of 
wing alone at 6 = 0 deg 

Ratio of additional body normal-force 
coefficient derivative due to presence of 
wing at a control deflection to that of the 
wing alone at a = 0 

Ratio of wing normal-force coefficient 
derivative in presence of body due to a 
control deflection to that of wing alone at 
CY # 0 deg 

Value of kW(B) calculated by slender-body 
theory at CY = 0 

Nonlinear corrections to KBW) and KW(,, 
due to angle of attack 

Length (ft) 

Nose length (can be in calibers or feet) 

Linear Theory 

Mach number = V/a 

Normal Mach number to body axis = M 
sin CY 

Transformation factors used in Eckert 
reference enthalpy to approximate three- 
dimensional effects for laminar and 
turbulent flow ( = 3 and 2 ,  respectively) 

Pressure (lb/ft2) or roll rate (rad/sec) 

Pressure of a cone of given half angle 
(Iblft’) 

Prandtl number 

Pitch Rate (rad/sec) 

Heat transfer rate (ft-lb)/(ff-sec) at wall 

Heat transfer rate at wall for laminar or 
turbulent flow, respectively 

Gas constant [ for air R = 1716 ft-lb/(slug 
- O R)1 

P VI Reynolds Number = - 
P 



2-3 

Critical Reynolds number where flow 
transitions from laminar to turbulent flow 

Reynolds number based on diameter of 
wing leading edge bluntness 

Radius of body (ft) 

Radius of nose tip (ft) 

Radius of body at wing or tail locations 

Ratio of body radius to wing or tail 
semispan plus the body radius 

Entropy (ft-lb)/(slug - "Rankine) 

Distance along body surface in SOSET 
(also wing or tail semispan plus the body 
radius in wing-body lift methodology) 

Slender-body theory 

Temperature (OR or OK) 

Adiabatic wall, total, and wall 
temperature, respectively 

Tail thickness to its root chord 

Tail thickness to body diameter 

Perturbation velocity components, (ft/sec) 

Velocity (ft/sec) 

Velocity at edge of boundary layer (ft/sec) 

Velocity parallel to leading edge of wing 
(ft/sec) 

Distance along the axis of symmetry 
measured positive aft of nose tip (feet or 
calibers) 

Parameter used in base drag methodology 
to represent the number of chord lengths 
from the base (measured positive upstream 
of base) 

Center of pressure (in feet or calibers from 
some reference point that can be specified) 

Laminar and turbulent flow lengths on 
body (ft) 

Spanwise center of pressure of wing 
semispan 

Compressibility factor 

Angle of attack (degrees) 

Rate of change of angle of attack (deglsec) 

Angle of attack where wing-body 
interference factor starts decreasing from 
its slender-body theory value (degrees) 

Angle of attack where the wing-body 
interference factor reaches a minimum 
(degrees) 

Local angle of attack of wing or tail ( a + 
6, or cx + ST, respectively, in degrees) 

Jfi or JS depending on whether 
flow is supersonic or subsonic. Also, 
Mach angle, Q =sin-'( 1/M) 

Control deflection (degrees) 

Angle between a tangent to the body 
surface at a given point and the velocity 
vector (degrees) 

Deflection of wing or tail surfaces 
(degrees), positive leading edge up 

Velocity potential 

Circumferential position around body 
where 4 = 0 is leeward plane (degrees) 

Taper ratio of a lifting surface = ct/c, 

First order axial and crossflow solutions of 
velocity potential equation 

Second order particular solution to full 
potential equation 

Parameter used in SOSET and also used in 
viscous crossflow theory for nonlinear 
body normal force (in this context, it is the 
normal force of a circular cylinder of 
given length-to-diameter ratio to that of a 
cylinder of infinite length) 

Value of 7 in viscous crossflow theory for 
M, = 0 

Viscosity coefficient at stagnation or 
reference conditions, respectively (slug/ft- 
sec) 

Density of air at local, stagnation, or 
reference conditions, respectively 
(slugs/ft') 

Specific heat ratio 
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e 

0, 
l 

A 

03 

2-D 

3-D 

3DTWT 

AP8 1 

AP93 

APC 

BD 

BL 

FNS 

GSET 

IMNT 

MNT 

Local body slope at a given point (degrees) 

Cone half angle 

Leading edge sweep angle of wing or tail 
(degrees) 

Free-stream conditions 

Two dimensional 

Three dimensional 

3-D thin wing theory 

Aeroprediction 1981 

Aeroprediction 1993 

Aeroprediction code 

Base Drag 

Boundary Layer 

Full Navier-Stokes 

Generalized shock-expansion theory 

Improved modified Newtonian theory 

Modified Newtonian theory 

NASA/LRL National Aeronautics and Space 
Administration/Langley Research Center 

NS Navier-Stokes 

NSWCDD Naval Surface Warfare Center, Dahlgren 
Division 

PNS Parabolized Navier-Stokes 

SE Shock expansion 

SOSET Second-order shock-expansion theory 

SOTA State of the art 

TAT Turn-Around Time 

TLNS Thin Layer Navier-Stokes 

3.0 INTRODUCTION AND BACKGROUND 

3.1 Uses for Aerodynamics 
Aerodynamics are required throughout the design 
process of any flight vehicle. These aerodynamics are 
used for flight performance estimates including range, 
maneuverability, miss distance, and stability analysis. 
In addition, they are used for structural analysis 

including material requirements and selection, structural 
member thicknesses required to withstand the loads, and 
as inputs for heat transfer or ablation analysis (Table 3- 
1). Generally, an interactive design process occurs 
between the aerodynamicist, the structural designer, and 
the flight dynamicist to arrive at a configuration that 
meets some set of desired launcher constraints and 
performance requirements given a warhead and possibly 
a guidance system as well. 

Prior to 197 1, the tactical weapons aerodynamicist 
could do one of three things to obtain aerodynamics. 
The individual could perform flight tests of a full-scale 
configuration; or design, build, and test a wind tunnel 
model over the flight range of interest; or finally, 
utilize existing handbooks, wind tunnel data reports, 
and theoretical analysis to estimate empirically the 
aerodynamics of a given configuration. 

The first two approaches were often more costly, time 
consuming, and accurate than needed in the preliminary 
design stages, whereas the latter approach was more 
time consuming than desired but also had no general 
accuracy assessment. 

A fourth alternative (which did not exist prior to 1971), 
to compute aerodynamics on a complete configuration 
over the Mach number and angle of attack range of 
interest, is to have a general computer program to 
perform such a task. There are three alternative 
theoretical approaches to develop such a code (see 
Table 3-2). The first of these is solution of the full 
Navier Stokes equations. The only assumptions 
associated with this set of equations is continuum flow 
(that is the flowfield region is not sparsely populated 
with air molecules such as at altitudes greater than 
about 200 to 250 thousand ft) and the turbulence model 
selected. A second theoretical alternative is to assume 
the viscous flow region lies in a thin layer near the 
body and thus solution of the Navier Stokes equations 
can be reduced to that of an inviscid flowfield plus a 
thin boundary layer near the surface. This, combined 
with empirical estimates of base drag and other 
protuberance aerodynamics, gives a complete set of 
aerodynamics for the configuration of interest. A third 
theoretical alternative is to assume the body perturbs the 
flowfield only slightly and then to make appropriate 
approximations to the Euler and Boundary Layer 
Equations. These approximate theories are then 
combined with other theoretical approaches and 
empirical data for the complete aerodynamics code. 

There are several uses that can drive the type of theory 
chosen for the aeroprediction code. These are listed in 
Table 3-3. For example, if missile synthesis is being 
performed where a very large number of configurations 
are investigated to conduct top level trade studies 
involving engine types, warhead types, material 
requirements, etc. as a function of range, 
maneuverability, or response time, then it is desirable 
to have an easy to use, robust, and computationally fast 
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Flight Dynamics 

TABLE 3-1. WHAT AERODYNAMIC!; ARE USED FOR 

Structures 

o Loads (Pressure) 
o Aeroheating (Inputs to Heat Transfer 

o Ablation Analysis Inputs 
Codes) 

o Range Computation 
o Engagement of Target and Miss Distance 
o Maneuverability Estimates 
o Any Trajectory Analysis (3 DOF, 5 DOF, 6 DOF)* 

I 

, 
~ 

*DOF = Degree of Freedom 

TABLE 3-2. HOW WE GET AERODYNAMICS 

1. Wind Tunnel, Free Flight Data, Ballistic Range 
2. Empirical Estimates: Wind Tunnel Reports, Handbooks, Experience, etc. 
3.  Aeroprediction Codes 

A. Navier Stokes -- Continuum Flow 
B. Euler Equations + Boundary Layer -- inviscid outer layer -t thin viscous layer near surface + some 

empirical techniques 
C. Approximations to Euler and Boundary Layer Equations + Empirical Techniques 

TABLE 3-3. AERODYNAMIC CODE REQUIREMENTS AND USES IN 
VARIOUS MISSILE DESIGN STAGES 

Design Stage 

Missile Synthesis 

Missile Preliminary Design 

Detailed Design and 
Problem Solving (or 
Analysis Codes) 

Aero Code Design 
Requirements 

Robustness 
Ease to Use 
Minimal Input 

Parameters 
Extremely Fast 

Computationally 
25 Percent Accuracy 

Blend of Robustness, 
Ease of Use, and 
Accuracy 

Fast Computationally 
10 percent Accuracy 

Accuracy ( < 5 percent) 
Computationally 

User Friendliness and 
Affordable 

Robustness Still 
Important 

Trade Studies (Typical) 

Engine Types 
Warhead Types 
Materid 

Requirements 
Typical Weights 
Guidance Types 
Airframe Control 

Type 

Structural Layout 
(Material, 
Thickness, etc.) 

Aero Shape vs. 
Engineering and 
Guidance Size 

Hot vs. Cold 
Structure 

Detailed Structural 
Design Including 
Material Selection 

Critical Problem 
Areas 

Investigating 

Aerodynamics Uses 

Range 
Maneuverability 
Response Time 

Range 
Maneuverability 
Miss Distance 

Structural Design 
(3 DOF) 

Range 
Maneuverability 
Miss Distance 

Structural Design 
(6 DOF) 
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code. At the same time, accuracy may be sacrificed to 
achieve these goals. 

After a missile synthesis of a large number of concepts 
has been conducted, generally several of these concepts 
are taken a step further in the design process. Here, 
structural layouts, packaging of all components, and 
better definition of weights are typical requirements that 
allow improved estimates of range, maneuverability, 
and preliminary miss distance. This means that the 
aerodynamic code requirements need a blend of 
robustness, ease of use, and accuracy while still being 
computationally cost effective. Accuracies in 
aerodynamics of I O  percent or so are generally 
expected. 

Finally, one or two configurations are selected for more 
detailed performance estimates. This means accuracy 
in the aerodynamics estimates of better than 5 percent 
in most cases. Each of the three design levels discussed 
require different levels of accuracy, computational 
speed, and robustness and, therefore, aid in the choice 
of the level of theoretical complexity needed to meet 
the requirements. 

To meet the theoretical aerodynamics computer code 
needs, the Navy began developing such a code in 1971 
based on the 3C approach of Table 3-2. This code falls 
into the second category of Table 3-3. Since the first 
version of the NSWCDD Aeroprediction code was 
released, there have been four versions produced since 
that time. 

Each of these versions attempted to meet the 
requirements as seen by the tactical weapons 
community. The first version was for general-shaped 
bodies alone.' It was the first such weapons code 
known that combined a good mix of accuracy in 
aerodynamic computations, ease of use, and 
computational time. It is believed that this mix led to 
the code's initial popularity and requests for additional 
capability. In 1974,2.3 the code was extended to allow 
up to two sets of lifting surfaces in the computational 
process. In 1977 , 4 s S  dynamic aerodynamic derivatives 
were added to the code's capability. In 1981, the code 
extended the Mach number range up to eight and added 
high angle-of-attack capability for a narrow range of 
config~rations.~,~ Finally, the last version of the code 
extended the Mach number range higher to include real 
gas effects, added new nonlinear lift methodology for 
wings and interference effects, and developed an 
improved base drag 'meth~dology.**~ 

This paper will serve several purposes. First, a review 
of the state-of-the-art (SOTA) aerodynamic prediction 
codes will be given. Second, a review of some of the 
more useful approximate theoretical methods will be 
made. These methods are conventional and have been 
in use for many years. Third, a more detailed review 
of new nonlinear aerodynamic methods introduced over 
the past 3 years into the fifth version of the 

Aeroprediction Code (AP93) will be given. Finally, a 
comparison of static aerodynamics using experiment, 
AP93 and the older version of the Aeroprediction Code 
(AP81) will be made on several complete missile 
configurations. 

3.2 Types of Aeroprediction Codes 
Aeroprediction Codes will be defined and broken down 
into three classes. These classes are empirical, 
semiempirical, and numerical codes. The empirical 
codes are analogous to the codes used in Missile 
Synthesis in Table 3-3. The semiempirical and some 
numerical codes are used primarily in the missile 
preliminary design stage of Table 3-3. Finally, the 
numerical codes are the only ones with the accuracy 
and capability to do the detailed design application as 
shown in Table 3-3. 

In terms of a definition, empirical codes typically 
calculate aerodynamics by a series of simple formulas 
that have been approximated based on data fits. 
Typically, these codes can be implemented on a hand 
calculator in many cases and are the most simplistic and 
least accurate of the code classes. 

The semiempirical codes typically attempt to calculate a 
force or moment using approximations to the exact 
equations of motion. When this approach fails (such as 
at higher angles of attack), empirical estimates or 
methods are used. This blend of approximate theories 
and empirical estimates is why this class of codes is 
termed semiempirical. The semiempirical codes, in 
contrast to the empirical codes, generally will calculate 
pressure distribution on the body and lifting surfaces. 
I t  is this blend of theory with the empirical estimates 
that allows the semiempirical codes to improve accuracy 
over the empirical codes. 

The third class of codes is called numerical. These 
codes will define a grid around the configuration that is 
composed of points in two or three dimensions. 
Numerical techniques are then employed to solve the 
equations of motion at all grid points in the flow field 
that is bounded by the body and shock or body and 
outer boundary of the flow if the Mach number is 
subsonic. Numerical Codes are generally based on the 
linearized or full potential equations of motion, the full 
Euler equations or the full or reduced level of Navier 
Stokes equations. If the potential or Euler equations are 
used, other methods (such as boundary layer equations) 
must be used for skin friction. Also, empirical 
estimates are used for base drag. Hence, even though 
these codes are numerical, in most cases to get 
complete forces and moments on a configuration, the 
use of some empirical data will be necessary. Also, if 
the potential equations are solved in a numerical form, 
the accuracy is similar to the semiempirical codes. The 
only difference between the two is that the 
semiempirical codes seek pressure distributions on the 
body and wings without solving the entire flowfield. 
This saves a tremendous amount of computational time. 
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A final point worthy of discussion are the assumptions 
inherent in each level of theory. These assumptions are 
given as a function of the theoretical approach in 
Table 3-4. Upon examination of Table 3-4, the level of 
code sophistication, computational time, overall cost 
and accuracy goes down in going from the top to the 
bottom of the table. 

One way to try to compare the level of sophistication 
versus accuracy, and the cost of the various codes, is 
through the examination of the total cost to obtain a set 
of aerodynamics. To do this, Table 3-5, which 
compares the educational, computer, and computational 
time requirements of the various Aeroprediction Codes 
in use at NSWCDD has been prepared. Referring to 
Table 3-5, the level of sophistication increases in going 
from top to bottom of the table. For example, the 
MAIR Code is close to an empirical code but it does 
have some theory included so that it would be in the 
class of semiempirical codes. The Missile 111, 
Aeroprediction versions 81 and 93, HABP, and Missile 
DATCOM, are all semiempirical codes. NANC and 
BODHEAT are primarily numerical codes based on 
approximations to the Euler and Boundary Layer 
equations. SWINT/ZEUS, CFL3DE and GASP, of 
course, are all numerical codes. The Aeroprediction 
81/93, SWINT/ZEUS, MAIR, NANC, and BODHEAT 
were all developed at NSWCDD. The Missile 111 was 
developed by Nielsen Engineering and Research 
(NEAR), HABP and Missile DATCOM by McDonnel 
Douglas of St. Louis, and the Navier Stokes Codes 
were developed jointly by NASA/LRC and VPI. 

Included in Table 3-5 is the time required to learn how 
to use the code, the set-up time for a typical geometry, 
and the computer time for the one case referenced to 
the same computer (CDC 865). Also shown are other 
criteria including typical educational level of the user as 
well as the size of the computer required. To get the 
total cost of using a code, it is necessary to add the 
manpower set-up time to the computer cost and prorate 
the training time over some nominal expected usage. 
Experience has shown that most project and program 
managers are willing to pay the costs of SWINT/ZEUS 
type codes and any above that in Table 3-5. However, 
the cost and requirements of the full Navier Stokes 
codes must come down substantially before they will be 
used on a routine basis for design. This means much 
additional research as well as advancements in computer 
speed are still needed in this area. 

To illustrate this point, a particular example was chosen 
for cost comparisons. The example is to develop a set 
of trim aerodynamics on a typical missile configuration 
to be used as an input to a three-degree-of-freedom (3 
DOF) flight simulation model. This example is quite 
typical of what an empirical or semiempirical code 
would be used for. By definition, trim is that 
combination of angles of attack (a’s) and control 
deflections (6’s) that give zero pitching moment about 
the vehicle center of gravity. To determine the (a, 6) 

map as a function of Mach number, one must compute 
the static aerodynamics over enough CY, 6, M conditions 
so the flight envelope will be covered. Also, it will be 
assumed that the missile is a surface launched, tail 
control, cruciform fin configuration which has a Mach 
range of 0 to 4, angle of attack range of 0 to 30°, 
control deflection of 0 to 20°, and altitude 0 to 80,000 
feet. These conditions are reasonable for many of the 
worlds missiles. To cover the flight envelope, 7 Mach 
numbers, 5 a’s and 5 6’s are assumed. This gives a 
total of ’7x5~5 = 175 cases. Furthermore, skin friction 
varies with attitude so 5 altitudes will be chosen, giving 
a total O F  180 cases for which aerodynamics are to be 
computed on a single configuration. 

Before costs of each computer code can be made for 
this particular example, some assumptions must be 
made. These assumptions are given in Table 3-6. 
These assumptions are based on NSWCDD experience 
in using the various aeroprediction codes. The cost to 
perform i:he set of trim aerodynamics calculations using 
these codes is shown in Figure 3-1. It should be noted 
that the cost assumes that Parabolized Navier Stokes 
and Euler plus boundary layer are used at subsonic 
axial Mach number conditions although the codes in use 
at NSWCDD are steady hyperbolic marching solutions 
and will not function where the axial Mach number 
decreases to one. To go to unsteady computation would 
require costs to be multiplied by a factor of at least 10. 
Hence, the PNS and Euler plus B.L. costs are based on 
steady flow of supersonic Mach numbers. For a 
combinatilon of steady and unsteady computations, the 
cost of these codes would probably be about five times 
greater than those shown in Figure 3-1. 

There are several points worthy of note in analyzing 
Figure 3-1. First, for practical routine computations, 
Full Navie:r Stokes and Thin Layer Navier Stokes are 
beyond the cost most program managers are willing to 
pay. Secondly, they are even beyond the wind tunnel 
cost to obtain comparable aerodynamics. Thirdly, 
steady PN13, steady Euler plus boundary layer, and 
semiempirical (Aeroprediction) are all within most 
allowable aerodynamics budgets. Going to unsteady 
computations for subsonic axial Mach numbers makes 
the cost requirements much higher and may not be 
affordable .and robust to cover the entire flight regime. 

A second way of comparing aerodynamic computations 
is the total time it takes to get the complete set of 
computations performed. These results are estimated, 
again based on NSWCDD experience, and shown in 
Figure 3-2. Again, the same caveat, with respect to the 
PNS and Eider Codes, applies here as to Figure 3-1. 
For most development programs, the semiempirical 
codes obviously have the most desirable turn-around- 
time (TAT). The Euler and PNS are marginal and 
experimental and Navier-Stokes (N-S) and Thin Layer 
Navier-Stokes (TLNS) generally unacceptable except as 
long lead itcms. The combination of cost, accuracy, 
and complexity of the various means of computing 
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3.  Parabolized Navier Stokes (small separation) 
A. Steady State 
B. Neglects Streamwise Viscous Gradient 
C. Approximate Streamwise Pressure Gradient in Subsonic Portion of Flow Near 

D. Turbulence Model 
Surface 

~ E. Continuum Flow 

4. Euler Equations + Boundary Layer (small separation) 
A. Viscous Region Confined to Thin Region Near Body Surface 
B. Large Reynold’s Number 
C. Neglect Streamwise Gradients of Stress Terms 
D. Neglect Normal Pressure Gradient 
E. Turbulence Model 
F. Continuum Flow 

TABLE 3-4. ASSUMPTIONS OF FLOW FIELD EQUATIONS 

5 .  Euler Equations 
A. Neglect all Viscous Terms 
B. Continuum Flow 

6 .  Full Potential Equations 
A. Neglect all Viscous Terms 
B. Flow is Isentropic (no shock waves) 
C. Continuum Flow 

7 .  Linearized Potential Equations 
A. Neglect all Viscous Terms 
B. Flow is Isentropic (no shock waves) 
G .  Body Creates Small Disturbances in Flowfield 
D. Continuum Flow 

A. Certain Other Simplifications to Euler, Potential Equations, or Boundary Layer 

B. Continuum Flow 

9. Empirical Data Base 

8. Theoretical Approximations 

Equations 

A. Data Base Covers Vehicles and Flight Regime of Interest 
B. Enough Data is Available to do Good Interpolations 



CODE 

FNS 

SET UP TIME COMPUTER TIME 

5 Weeks 20 Hours 
~ 

TLNS 

PNS 

EULER + BL + B.D. 

12 Minutes 

5 Weeks 

2-5 Weeks 

2 Weeks 

AEROPREDICTION 0.5 Day 1.0 Seconds 

TABLE 3-5. EDUCATIONAL AND TIME REQUIREMENTS FOR 
AEROPREDICTION CODES IN USE AT NSWCDD 

Code Typical User :' I 
Educational 

pa . 
Level . 

Typical 
Time 

Required to 
Learn to 

Use Code 

Computation 
al Time for 

1 Case 
(Same 

ComDuter) 

Computer 
Required 

Set-Up 
Time 

1. MAIR Coop, B.S., 
M.S., Ph.D 

< 1 wk < 1 second P. c .  

= 1 wk < 1 day 1 2. Missile 111 Coop, B.S., 
M.S., Ph.D 

<1 second P. c .  

3. Aeroprediction 8 1 
and 93 

Coop, B.S., 
M.S., Ph.D 

< 1 second P. c. = 1 wk < 1 day 

= 2 wk < 1 wk 

= 2 wk < 1 wk 

= 3 wk < 2  
wks 

= 3 wk < 1 wk 

= 1 month < 1  
month 

months 
- z: months- - 

4. HABP B.S., M.S., 
Ph.D. 

< 1 second Micro Vax 

5. Missile DATCOM B.S., M.S., 
Ph.D. 

< 1 second Micro Vax 

6. NANC M.S., Ph.D. 10 seconds Vax CDC 
Super Mini 

Vax CDC 
Super Mini 

7. BODHEAT M.S., Ph.D. 10 seconds 

8. SWINT/ZEUS M.S., Ph.D. 1-3 minutes Vax CDC 
Super Mini 

Cray or 
Super Mini 

9. N.S. (CFL3DE, 
GASP) 

Ph.D., some 
M.S. 

= hrs-days 

TABLE 3-6. ASSUMPTIONS IN COST ESTIMATES' TO COMPUTE SET OF TRIM 
AERODYNAMICS WITH VARIOUS AEROPREDICTION CODES 

involved 

Need enough resolution in grid size to predict skin friction drag 

Wind Tunnel (W/T) includes models and test cost 
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r 10,ooo.0 C 5,' BASED ON le0 CME8 EVEN 
'I. OH ONLY HAWF CAN BE COMPUTED 
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0.1 

FNS TLNS PNS' EULER AEROPRED 
+ BL' 

CODE CO- 

FIGURE 3-1. ESTIMATED COST TO OBTAIN SET OF TRIM AERODYNAMICS 

TIME 
(MONTHS) 

FIGURE 

TIME W E D  ON 180 CASES EVEN 
THOUGH ONLY HALF CAN BE COMPUTED 
DUE TO SUBSONIC AXIAL M, 

EULER' AEROPRED FNS TLNS PNS' 
+ BL 

CODE CO- 

3-2. ESTIMATED TIME TO GENERATE SET OF TRIM AERODYNAMICS 

I 
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aerodynamics has led most agencies to a mix of the 
various approaches. The most used codes still remain 
the semiempirical codes with Euler plus Boundary 
Layer becoming more and more prevalent as the 
robustness and ease of use improves. Navier Stokes 
and Thin Layer Navier Stokes are used for specialized 
problems or a few validation cases of other codes; 
much work is still needed to improve user friendliness 
for this class of codes. Wind tunnel data still remains 
the most reliable but time consuming method to obtain 
Aerodynamics. 

3.3 Codes in Use 
Lacau’O listed many of the codes in use today for 
calculating aerodynamics. He categorized them as 
empirical or semiempirical, full potential, linearized 
potential, Euler, Full Navier Stokes, and Parabolized 
Navier Stokes. Reference 11 added several of the more 
recent codes to this list. Due to space limitations of 
this paper, these lists will not be shown. Interested 
readers are referred to references 10 and 11 for more 
details of these codes. 

This completes the discussion on the state-of-the-art in 
aerodynamic codes and the various means to obtain 
aerodynamics. The bulk of the remainder of this paper 
will be directed at the semiempirical code known as 
NSWC Aeroprediction as given in Table 3-5. To that 
extent, the next section will briefly cover many of the 
more popular approximate theoretical techniques used 
by many of the semiempirical codes in references 10 
and 11. This will be followed by the new technology 
developed for the latest version of the Aeroprediction 
Code (AP93). Finally, a comparison with experiment 
of the AP93 and AP81 will be given for several missile 
configurations. 

4.0 CONVENTIONAL APPROXIMATE 

This section of the paper will review some of the more 
important approximate aerodynamic methods that have 
proved quite useful in the development of semiempirical 
codes. Time and space will not permit derivation of the 
methods from first principles. However, appropriate 
references will be given for the interested reader. The 
approach taken here, in the presentation of the material, 
will be to mention the assumptions inherent in each 
method, relevant equations, and possibly show an 
example or two as may be warranted. 

AERODYNAMIC METHODS 

4.1 Hybrid Theory of Van Dyke (HTVD)’’ 
The Hybrid Theory of Van Dyke,* combines a second- 
order axial solution to the potential equation with a 
first-order crossflow solution first espoused by Tsien.13 
The advantage of this method is that it gives second- 
order accuracy in the axial direction where first-order 
accuracy is generally unacceptable for drag 
computations. On the other hand, first-order accuracy 
in the crossflow plane is typically acceptable for normal 
force and center of pressure computations. The 
fundamental reason for this is that perturbations in the 

flow, due: to the presence of a body, have more impact 
in the axial as opposed to the normal force direction. 
Hence, to get axial force accuracy compatible with a 
goal of j: 10 percent requires second-order methods, 
whereas f 10 percent accuracy on C, can be obtained 
with first-order methods in many cases. 

As already mentioned, the Hybrid theory comes from 
the potential equation of fluid mechanics. It is limited 
to supersonic flow (we have used this method down to 
M, = 1.2) where the assumption of isentropic flow 
(shock waves are weak) can be made. This typically 
limits the upper Mach number range to about M, = 
2.0 to 3.10, depending on the body shape. Also, the 
slope of the body surface must be less than the Mach 
Angle. The Tsien solution, or crossflow part of the 
solution, comes from the linearized perturbation 
equation. On the other hand, the second-order solution 
to the axial flow is found by obtaining a particular 
solution to a reduced version of the full potential 
equation. This is the key to the accuracy improvement 
afforded by Van Dykes solution in that some of the 
nonlinearity inherent in the axial flow problem is 
brought into the solution by this process. The beauty of 
the Van Dyke method is that this particular second- 
order solution is given entirely in terms of the first- 
order solution. That is, one simply solves the first- 
order perturbation solution for the axial flow and then 
solves an algebraic equation for the second-order 
solution where the boundary condition at the body is 
satisfied. 

In equation form, the general first-order perturbation 
problem is:’* 

with boundary conditions that do not allow any 
upstream disturbances: 

0 W , O )  = Q i x  (O,r,O) = 0 (14  

and that require the flow to be tangent to the body 
surface: 

Qi, (x,rb,O) + sincl cos0 = 

dr 
- [coscl + Q i x  (x,r,,s)] 
& 

(1b) 

The subscripts in Equation (1) indicate partial 
derivatives. The solution to Equation (1) is satisfied 
identically by: 

CP (x,r,0) = Yl (x , r )  coscl + cl  (x,r) sincl cos0 (2) 

The fir:jt term of Equation (2) is the first-order axial 
solution, and the second term is the first-order 
crossflow solution. Since the equation is linear, these 
two solutions can be found independently, and then 
added together. The axial solution, 9, (x, r), for a 
general body is found by placing a series of sources and 
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sinks along the x axis and satisfying the boundary 
conditions at each point. The crossflow solution, S;(x, 
y), is found by placing a series of doublets along the 
axis, again satisfying the boundary conditions. 

The particular second-order solution that Van Dyke 
found for the reduced full potential equation is 

Y + l ) _  M: 
where N = (- 

2 P 2  

Second-order axial velocity components q2x and q2r are 
also defined in terms solely of the first-order solution 
Q,(x,r). 

Once the second-order axial perturbation velocity 
components \k2n, qZr are computed, along with the first- 
order crossflow components tIx and clr, the total 
perturbation velocities are then: 

U 
- ’ =  (cosa) (l+Y,) + (sina cos0) r l x  v- (4a) 

V 
- -  - cosa (YzJ + (sina cos0) (1 + C , , )  (4b) v- 

W 51 
- -  - -(sinal sin0) (1 + -) v- r 

The pressure coefficient at each body station is then: 

2 c, ( 4 0 )  = - 
Y d  

u2 + v2 + w2]]* - 1} 

[[l + 
M:[l - v: 

Finally the force coefficients are: 

and the center of pressure in calibers from the nose is 

xcp = - C J c N  (9) 

It should be pointed out that in the actual numerical 
integration of Equations ( 6 ) ,  (7), and (8) the 
integration must be carried out in segments of the body 
between each discontinuity due to the discontinuous 
pressure distribution. 

Also, the hybrid theory of Van Dyke is limited to 
pointed bodies of revolution. Bluntness will be 
considered later. 

4.2 Second-Order-Shock-Expansion Theory 

First-order Expansion Theory was first proposed by 
Eggers et al. for bodies of revolution flying at high 
supersonic speeds. I5 Basically, the Shock-expansion 
Theory computes the flow parameters at the leading 
edge of a two-dimensional (2-D) surface with the 
oblique shock wave relations and with the solution for a 
cone at the tip of a three-dimensional (3-D) body. 
Standard Prandtl-Meyer Expansion (PME) is then 
applied along the surface behind the leading edge or tip 
solution to get the complete pressure distribution over 
the body surface. Referring to Figure 4-1, this theory 
inherently assumes that the expansion waves created by 
the change in curvature around the body are entirely 
absorbed by the shock and do not reflect back to the 
body surface. Since the theory assumes constant 
pressure along one of the conical tangent elements of 
the surface, fairly slender surfaces must be assumed or 
many points along the surface assumed to obtain a fairly 
accurate pressure distribution. Another way of stating 
this is to minimize the strength of the disturbance 
created by Mach waves emanating from the expansion 
corner and intersecting the shock, the degree of turn 
should be small. 

(SOSET)14 

Syvertson (et al.) extended the generalized Shock- 
expansion Theory on pointed bodies and sharp airfoils 
to what he called a second-order theory.I4 He defined 
the pressure along a conical frustum by 

P = Pc - (Pc - (10) 

instead of a constant on each segment as was the case in 
the generalized theory. Here P, is the pressure on a 
cone with the given cone half angle equal to the slope 
of the conical segment with respect to the axis of 
symmetry. p2 is the pressure just aft of a conical 
segment which is calculated from a Prandt Meyer 
Expansion (PME) of the flow around a comer (as 
shown in Figure 4-2, going from points 1 and 3 to 
points 2 or 4, for example). 

Also 

P c  - Pz 
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FIGURE 4-1. APPROXIMATION OF TRUE BODY BY ONE COMPOSED OF STRAIGHT LINE SEGMENTS 
TANGENT TO SURFACE 

D X  

FIGURE 4-2. FLOW ABOUT A FRUS’TF!UM ELEMENT 
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1 " =- 
1 2 

4 . 2  

Thus, examining p from Equation ( lo) ,  it can be seen, 
for example, on the frustrum element in Figure 4-2 that 
the pressure varies from the pressure of the generalized 
theory at point 2 to that of a cone of angle 0, and Mach 
number M, as s gets large. Syvertson and Dennis 
approximated the pressure gradient asI4 

Y - 1  2 

y+l 
1 + 7 4 . 2  

+ - 4 - "1 (%) 
B l  "2 I 

where 

YP1,2M:2  

w:, - 1) 
4 . 2  = 

1 2  

Finally, for negative angles such as would occur on a 
boattailed configuration, pc was replaced by p-. No 
discussion was given for blunt bodies. It should be 
noted that if 7 of Equation (10) becomes negative, the 
SOSET reverts to the generalized or first-order Shock- 
expansion Theory. This is because Equation (10) will 
not give the correct asymptotic cone solution for 
negative values of 7. 

Experience has shown that SOSET gives very good 
pressure distributions for low to moderate angles of 
attack and at M, 2 2. As Mach numbers decrease 
below about 2.5,  the SOSET becomes increasingly 
inaccurate until about M, = 1.5, where the accuracy is 
generally unacceptable. This applicable Mach number 
range is very complimentary to the Hybrid Theory of 
Van Dyke where the accuracy is best between 1.2 5 
M, I 2 . 5 .  

4.3 Modified Newtonian Theory (MNT)16 
Newtonian Impact Theory assumes that, in the limit of 
high Mach number, the shock lies on the body. This 
means that the disturbed flow field lies in an infinitely- 
thin layer between the shock and body. Applying the 
laws of conservation of mass and momentum across the 
shock yields the result that density behind the shock 
approaches infinite values and the ratio of specific heats 
approaches unity. The pressure coefficient on the 
surface becomes16 

cp = 2sin26cq 

where a,, is the angle between the velocity vector and a 
tangent to the body at the point in question (see 
Figure 4-3). a,, is defined by: 

LeeP  noted that a much more accurate prediction of 
pressure on the blunt-nose body could be obtained by 
replacing the constant "2" in Equation (12) with the 
stagnation pressure coefficient Cpo . Cpo can be 
calculated from: 

2 c = -  
Po 

YM? 

MNT is thus defined by: 

c, = cpo sin26eq 

Equation (15) allows the calculation of the pressure 
coefficient all along the blunt surface of a missile nose 
or wing leading edge for a perfect gas where Cp, is 
given by Equation (14) and sin a,, from Equation (13). 

Experience has shown that the MNT gives very 
acceptable estimates of pressure coefficient on the blunt 
portion of a nose or leading edge, even at Mach 
numbers where the assumptions of Newtonian Impact 
Theory are violated. 

4.4 Hybrid Theory of Van Dyke Combined With 
Modified Newtonian Theory (HTVD/MNT)' 

As noted in the discussion on the Hybrid Theory, it is 
limited to conditions where the body slope is less than 
the local Mach angle. This means it is not applicable in 
the nose region of a blunt missile. On the other hand, 
MNT gives very acceptable estimates of pressure 
coefficients in the nose region, even for low supersonic 
Mach numbers where the assumptions, inherent in the 
Newtonian Impact Theory, are violated. Moore was 
the first to recognize the possibility of combining these 
two theories. The key to the successful combination 
was in the starting solution. At low supersonic Mach 
numbers, the pressure overexpands on a blunt nose tip 
as it proceeds around the blunt portion from the 
stagnation point to the given portion of the nose. In 
order to capture this overexpansion, Moore found that it 
was necessary to start the HTVD near its maximum 
acceptable slope and allow the pressure to expand 
around the surface.' Simultaneously, the MNT was 
started at the stagnation point and allowed to expand 
until the pressure coefficients of the MNT and the 
HTVD were equal. This was defined as the Match 
point. Upstream of the Match point, MNT was used in 
the force and moment calculations, whereas 
downstream, HTVD was used. Figure 4-4 is an 
illustration of the boundaries of perturbation and 
Newtonian theories. Figure 4-5 illustrates the capability 
of this theory to accurately predict pressure coefficients 
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FIGURE 4-3. NOMENCLATURE USED FOR DETiERMINATION OF ANGLE 6,, 
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FIGURE 4-4. BOUNDARIES OF PERTURBATION AND NEWTONIAN THEORY 
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on a 35 percent blunt cone of 11 .5" half angle at a = 
8" and at M, = 1.5. Note the excellent agreement of 
the combined theory all along the surface at M, = 1.5. 
Particularly impressive is its ability to capture the 
overexpansion region around x = 0.1 to x = 0.4. 
Also, note that SOSET gives fairly poor estimates at 
M, = 1.5. On the other hand, at M, = 2.96 (while 
the results are not shown), the HTVDIMNT is no better 
(and maybe slightly worse) than the SOSET/MNT, 
which will be discussed next. 

To the author's knowledge, the HTVD/MNT remains 
the only accurate engineering method to estimate low 
supersonic Mach number aerodynamics for blunt and 
sharp tip bodies of revolution. Attempts were made to 
extend the SOSET/MNT down to the low supersonic 
Mach number range, but without success. 

4.5 Second-Order-Shock-Expansion Theory 
Combined with Modified Newtonian Theory 
(SOSETIMNT)'7>1E 

Jackson et al.I7 combined SOSET with MNT to treat 
blunt-nosed configurations with or without flares. 
Jackson et al. ,I7 like Syvertson and Dennis,14 assumed 
that the lifting properties could be predicted by 
assuming that the original body is made up of several 
equivalent bodies of revolution represented by the 
various meridians (see Figure 4-6). They assumed the 
match point between the MNT and second-order shock 
pressure prediction to be the angle that corresponds to 
shock detachment on a wedge with the given freestream 
Mach number. 

De Jarnette et al.'' made significant improvements to 
the work of Jackson et al.I7 and Syvertson.14 These 
new improvements included the following: 

1. An exact (as opposed to an approximate) 
expression for the pressure gradient downstream of 
a comer. 

2. A new expression for pointed-cone pressures at 
angle of attack which improves the initial pressure 
prediction over that of tangent cone theory. 

3. A new technique for calculating pressures on 
bodies at incidence. 

The pressure computations at angle of attack, showed 
improvement over the method of Jackson.17 De 
Jarnette, el al.I* derived a new expression for pointed- 
cone pressure at a > 0 by.combining Slender Body 
Theory, Newtonian Theory, and an approximate 
expression for Cpa to give: 

-0 

cp(a767@3m = cp,., + Acp ( 164  

where 

c = side, 
L O  

and 

Note also, that while Equation (16) was strictly defined 
for poin.ted cone pressures at angle of attack, it could 
also be used in a Tangent cone sense to obtain pressures 
at any point on a body surface. De Jarnette actually 
used 1oa.ding functions to obtain body alone lift 
propertb:s, however.I8 

Figure 4,-7 presents results of De Jamette et al." 
compared to experiment. The case chosen is the same 
configuration of Figure 4-5, except here, the method of 
De Jamette et al.'' is used versus Jackson et al.17 in 
Figure 4-5. It is seen that the theory of De Jarnette et 
al.1s does show good results for pressure prediction and 
therefore: forces and moments as well. 

4.6 Allen-Perkins Viscous Crossflow Theory" 
A fairly simple, yet quite powerful, method for 
computing body-alone nonlinear aerodynamics was 
introduced by Allen-Perkin~.'~ Allen reasoned that the 
total force on an inclined body of revolution is equal to 
the potential term discussed previously plus a cross flow 
term. This term is based on the drag force experienced 
by an element of a circular cylinder of the same 
diameter in a stream moving at the cross component of 
the strearn velocity, V, sin a. This crossflow term is 
primarily created by the viscous effects of the fluid as 
it flows around the body, often separating and creating 
a nonlinear normal force coefficient. In equation form, 
the so called viscous crossflow theory is: 

Here is the drag proportionality factor or crossflow 
drag of a cylinder of finite length to one of infinite 
length. Cdc is the crossflow drag coefficient. Also, 
the crossflow theory assumes the center of pressure of 
the nonlinear term is at the centroid of the planform 
area. Generally, the total center of pressure is a 
weighted average of the linear and nonlinear 
components of normal force. That is 
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EQUIVALENT BODIES 

FIGURE 4-6. TYPICAL EQUIVALENT BODY SHAPES USED FOR COMPUTING LIFTING PROPERTIES 
WITH SECOND-ORDER SHOCK EXPANSION THEORY 
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The pitching moment about a given point X, is then Equations (20) through (22) allow the calculation of the 
mean turbulent skin-friction over the entire body or 
wing area. The skin-friction axial force coefficient on 
each component is then: 

c, = -cN(xcp - X& 

The original work of Allen did not include 
compressibility effects in r )  but Reynolds number effects 
were shown in Cd, at low crossflow Mach numbers. 

where A,,,,, is the surface area of the component in 
question. 

4.7 Van Driest II Method For Skin Friction DragZo 
Another powerful, yet simple, method for performing 
aerodynamic computations, is the Van Driest I1 method 
for computing skin-friction drag. This method, as 
derived, is based on two dimensional turbulent 
boundary layer flow. Strictly speaking, it is only 
applicable to regions of flow on the lifting surfaces 
where the flow is turbulent, two dimensional, and the 
viscous region is primarily confined to a thin layer near 
the surface (boundary layer). In practice, however, it 
has been applied to two and three dimensional surfaces 
with success. 

For most flows, a portion of the flow is laminar. An 
approximation to the mean skin-friction coefficient for 
laminar flow can be obtained from reference 20: 

Here the Reynolds number is based on the distance 
where transition occurs rather than the reference length, 
as was the case for Equation (21). 

The turbulent mean skin-friction coefficient according to 
Van Driestz0 is: The point where transition occurs is dependent on many 

factors. Experience has shown, for flight vehicles, a 
transition Reynolds number of 1 x lo6 for the body and 
0.5 x lo6 for the wings gives acceptable numbers. For 
wind tunnel models without a trip, a transition Reynolds 
number of 3 to 5 million is more reasonable due to a 
smooth surface. If a boundary layer trip is used, the 
entire configuration component should have turbulent 
flow. 

0.242 (sin-'C, +sh-'C2) - 

where 

4.8 Lifting Surface Theory" 
Lifting Surface Theory refers to the solution of the flow 
over a three dimensional wing where the distribution of 
pressure is allowed to vary in both the spanwise and 
chordwise direction. The fundamental equation is the 
three dimensional perturbation equation, here written in 
rectangular coordinates, as: 

B ; c2= 2 A 2 - B  C,= 
(B2 +4A2)'12 (B2 + 4A2)'12 

and 

A =  

I 

1 +(y -1)/2M? 

TJT, 
B =  -1 

The Flow tangency boundary condition requires: 

I 
The variable n of Equation (20a) is the power in the 
power viscosity law: 

The freestream Reynolds number and adiabatic wall 
temperature are given by: 

(21) P, v, 0 R =--- 
e, P, 

If the wing thickness is neglected and we limit 
ourselves to missiles, then wing chamber can also be 
neglected. Then the boundary conditions in Equation 
(25a) become: 

@ = -a (25b) 

for both the upper and lower surfaces. 
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In addition to this boundary condition, the Kutta 
condition (which requires the velocity on the upper and 
lower surfaces at the trailing edge to be equal) is also 
imposed for subsonic flow. 

The assumptions involved in the Lifting Surface 
Theory, as applied to most missile configurations, are 
therefore small perturbations in the flow due to the 
presence of the wing and the thickness and chamber 
effects are zero or small compared to angle of attack 
effects. 

Equation (25) may be simplified somewhat by using the 
Prandtl-Glauert rule (72) to relate the compressible 
subsonic normal force or pitching moment to the 
incompressible case. That is: 

Using the above relations, the normal force and pitching 
moment on a given wing at any subsonic Mach number 
may be found by calculating the aerodynamics of the 
same wing at zero Mach number. 

For M, = 0, Equation (25) reduces to La Places 
equation 

= 0 

with boundary condition (25b). 

There are many methods to solve Equation (27). The 
one used here is that of Chadwick et al.?’ which 
closely follows Ashley et al.*’ The velocity potential (P 
is given by: 

Here, xl, yI are coordinates of an element of the lifting 
surface that has a differential pressure coefficient of 
AC, between the lower and upper surfaces at this point 
(xl, yl). It is required to determine the pressure loading 
over the entire surface. Following Chadwick,” 
Equation (28) is first differentiated with respect to z and 
the limit as z + 0 taken. The result is then equated to 
the boundary condition, Equation (25b) to obtain: 
The cross on the y1 integral indicates a singularity at y 
= yl, in which case Manglers principal-value 
technique2’ can be applied. The details of the solution 
of the integral Equation (29) for AC,, (x,y) will not be 

repeated here as they are given in detail in many 
references (see for example, ChadwickZ1). Worthy of 
note, however, is the fact that Equation (29) is an 
integral equation for which the wing loading ACp is to 
be found1 as a linear function of angle of attack. This 
wing loading is first approximated by a series expansion 
with a set of unknown coefficients of number equal to 
the numher of surface elements on the wing planform. 
That allows each AC, to be influenced by all other 
elements of the wing. The unknown coefficients in 
each ACl, series are found by solution of an inverse 
matrix. ACp (x,y) is then calculated. 

Once the span loading ACp (x,y) is known over the 
entire wing surface, the normal force at a given 
spanwise location is: 

The total normal force for the entire wing is: 

The pitching moment of a given airfoil section, about 
the point where the wing leading edge intersects the 
body, is then (positive leading edge up): 

The total pitching moment becomes: 

If it is desired to calculate the pitching moment about 
some other reference point, then 

(34) 

where 
juncture of the wing leading edge with the body. The 
center of pressure of an airfoil section is: 

i:j the distance from the reference point to the 
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(35) 

or of the entire wing 

Finally, the spanwise center of pressure of a wing 
semispan is: 

bl2 s, CC&Y 

YCP = (37) 

Equations (30), (31), (32), (33), and (37) can be solved 
by numerical quadrature, such as Simpson’s rule, with 
special attention given to the leading edge singularity. 

It should also be mentioned that if one is interested in 
dynamic  derivative^,'^ these aerodynamics can be 
obtained by a modification to the boundary condition, 
Equation (25a). That is, for rolling and pitching 
motions, the angle of attack in Equation (25a) is 
replaced by: 

Equation (27) is a linear partial differential equation so 
that solutions can be combined together in a linear 
fashion. This means, for roll damping, simply set a,, 
= q = 0 and the boundary condition is 

Likewise, for pitch damping,  yo = p = 0 and 

4.9 Three Dimensional Thin Wing Theory” 
Three Dimensional Thin Wing Theory (TDTWT) is 
quite similar to lifting surface theory (LST) in the sense 
the same perturbation Equation (25) is used. The only 
difference is that TDTWT is normally used to represent 
the supersonic flow solutions of Equation (25) versus 
LST for the subsonic solutions. Since, for supersonic 
flow, solutions to Equation (25) are hyperbolic versus 
elliptic for the subsonic case, they generally are easier 
to obtain. This is because no upstream influence is felt 
by a disturbance at a given point on the wing surface. 
In contrast, the subsonic solutions required a matrix 
inversion at each wing element to determine the 
unknown coefficients used to determine the pressure 
differential from lower to upper surfaces. On the other 

hand, the assumptions of TDTWT are the same as for 
LST. They both assume small perturbations in an 
isentropic flow. The isentropic flow assumption means 
no shock waves are allowed. 

In contrast to the body solutions generated by Van 
Dyke, adequate wing solutions can be obtained at 
higher Mach numbers. This is because of the low 
slopes present on most wing planforms (thickness is 
generally very small), the wing frontal area is generally 
less than 10 percent of the body frontal area, and in the 
region of leading edge bluntness, where perturbation 
theory is invalid, modified Newtonian Theory is used 
for wave drag calculation. 

The most general boundary conditions for Equation (25) 
in supersonic flow are the flow tangency condition 
specified by 

W(X,Y) - @ = - aF = - -  v- ax 
(39) 

and the perturbation velocities must vanish upstream 
from the point where the disturbance originates. 
Mathematically, this can be stated in the form 

u(o-,y,z) = v(o-,y,z)  = W(o-,y,z) = 0 (40) 

Since Equation (25) is linear, individual solutions can 
be added together. This allows individual treatment of 
the Equation (39) boundary condition for drag, lift, roll 
and pitch damping computations. For wave drag 
calculations, only the first term of Equation (39) is 
retained and the other terms are set to zero. For lift 
calculations, the angle of attack CY is retained and the 
other terms set to zero. For roll damping, the third 
term of Equation (29) is retained and the other terms 
set to zero. For pitching rate, the q term of 
Equation (39) is retained and the other terms set to 
zero. Finally, for a constant vertical acceleration, the 
last term is retained and the other four terms set to 
zero. Pitch damping moment, C + CM6, normally 
refers to the sum of the terms due to a constant pitch 
rate and constant vertical acceleration. 

hf, 

The solution to Equation (25),  using the first term of 
Equation (39) as the boundary condition, will give the 
axial force coefficient of a sharp wing. If the leading 
edge is blunt, MNT is used in conjunction with 
perturbation theory. The general solution to 
Equation (25) is:” 
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The pressure coefficient at any point on the wing 
surface is 

cp = -2@x(x,Y,o) (42) 

The perturbation velocity a,, at a given point p, is 
dependent on the location of the point with respect to 
the line of sources and sinks which generates the wing 
leading edge or other discontinuity and whether this 
point is in a subsonic or supersonic flow region. For 
example, referring to Figure 4-8A, if point P is at PI, 
and the wing generator is a subsonic source or sink line 
(SOSL), then 

I 

where w is determined from the boundary condition and 
is (for the airfoil section at y = yJ: 

In Equation (43), the definitions 

k q = -  
P 

have been used. If P = P2, the induced velocity at P, 
due to a given SOSL is: 

At the wing tip, there is an additional disturbance 
within the Mach line emanating from the tip leading 
edge (Figure 4-8B). The induced velocity in this 
region, P = P3 is: 

The absolute value of U is taken because U is actually 
negative for the point P, . The induced velocity at any 
point, say P = P4, outside of the Mach lines emanating 
from the beginning of the SOSL is zero since this point 
is out of the zone of influence. 

If the wing generator is supersonic, the Mach lines 
from point 0 in Figure 4-9A lie behind the SOSL. If in 
Figure 4-9A, P = PI, then the induced velocity at PI 
due to the disturbance caused by the SOSL is:24 

If P = P2, the induced velocity is 

r -1 

Referring to Figure 4-9B, the additional induced 
velocity inside the area bounded by the tip and the 
Mach line emanating from the tip (P = P3) is: 

Cp = - W(XP37YP3) cos-l [ lal+q2 ] (48) 
= T I p m  rl( l+ 10 I) 

Again, :if P = P4, the point is out of the zone of 
influence of the SOSL and thus the induced velocity is 
zero. 

The induced velocity at a given point on any wing 
geometry can now be computed by the proper 
superposition of the triangular SOSL shown in Figures 
4-8 and 4-9. This is because of the linear nature of the 
governing flow-field Equation (1). As an example of 
how the above superposition principle works, consider 
the wing shown in Figure 4-10. For simplicity, the 
slopes xI and x2 are constant. The wing AHJD can be 
represented by the superposition of five SOSL. The 
first has the planform AEH and source intensity: 

where x:! is the slope of the segment AB. The second 
has the planform BIF and intensity 

W(XP7YP) = ( X 2 - X J L  (50) 

and the third has the planform DJG and intensity 

The other two SOSL represent the tip effects. They are 
the planforms HJL and IJL and have source intensities 
of opposite signs than those representing the wing. 

The above procedure can be applied to a wing of 
general planform. The only difference is that for each 
point in question, the slope is not constant as was the 
case in the simplified example. Then for some general 
point located on the wing surface, the total induced 
velocity due to all sources and sinks is found by 
applying one of the Equations (43) through (48) for 
each SOSL. The particular equation applied depends 
upon the location of the point relative to the SOSL and 
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the Mach line as discussed earlier. These individud 
contributions are then summed to get the total induced 
velocity. Knowing the total induced velocity at a point 
allows one to calculate the pressure coefficient at the 
given point by Equation (42). 

The pressure coefficient can be calculated at a given 
number of spanwise and chordwise locations. The drag 
of a given airfoil section at the spanwise station y = yA 
is then 

The total drag for one fin of semispan b/2 is then: 

(53) 

where S, = b/2(cr + c,). For cruciform fins, the total 
drag coefficient is: 

(54) 

If it is desired to base the drag coefficient on the body 
cross-sectional area, the Equation (54) must be 
multiplied by the factor Sw/Sref. 

Equations (52) and (54) can be integrated by numerical 
quadrature if the generators of the wing surface are 
supersonic. If the generators are subsonic, linear 
theory indicates the pressure coefficients go to infinity 
at the wing generators. Physically, this cannot be true 
which means that for a subsonic SOSL, linear theory is 
not valid at the SOSL. The reason is that the velocity 
perturbations in the vicinity of the discontinuities are no 
longer small, violating one of the assumptions in linear 
theory. However, the velocity perturbations are small a 
slight distance from the SOSL so that linear theory can 
be applied. Numerical experiments indicated a distance 
of five thousandths of the chord length from the SOSL 
is sufficient and the value of pressure calculated at this 
point can be assumed to exist up to the SOSL. 

The analysis using TDTWT has been illustrated for the 
axial force computation using the first term of the 
boundary condition of Equation (39). A very similar 
process is used for the lift, roll and pitch damping 
computations. The reader is referred to references 2 
and 4 for the practical application of the theories for 
these force or moment components. Time will not 
permit the many applications of TDTWT. 

4.10 Slender Body and Linear Theory For 
Interference Lift Cornp~tatiot?~ 

The method almost universally used for including 
interference between the various missile components 
into approximate aeroprediction codes is that due to 
Pitts, et al.*’ There are three primary types of 
interference lift (note that lift and normal force are used 

interchangeably here) to be concerned with. These are 
the effects on the wing due to the presence of the body, 
the effcct on the body due to the presence of a wing, 
and finally, the effect on an aft lifting surface due to 
wing or body shed vortices. Wing to wing or shock 
wave interference will not be discussed at present. 

To better understand the interference lift components, it 
is instnictive to examine the total normal force of a 
configuration as defined by Pitts et al.= This is given 
by 

The first term in Equation 55 is the normal force of 
the body alone including the linear and nonlinear 
components; the second term is the contribution of the 
wing (or canard) including interference effects and 
control deflection; the third term is the contribution of 
the tail including interference effects and control 
deflection; and the last term is the negative downwash 
effect on the tail or body due to wing shed or body shed 
vortices. The K’s represent the interference of the 
configuration with respect to angle of attack, and the 
k’s represent the interference with respect to control 
deflection. Each of these interference factors is 
estimated by slender body or linear the0ry.2~ As such, 
they are independent of angle of attack. 

The vari.ous interference factors, as defined by slender 
body theory (SBT), are? 

(57) 
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Figure 4-1 1 plots the interference lift factors given by 
Equations (56) through (59) as a function of the body 
radius to wing semispan plus body radius ratio (r/s)? 

As the Mach number increases supersonically, SBT 
gives values of KBW, which are too high if the wing is 
near the missile rear. This is because much of the 
carryover lift onto the body is actually lost to the wake 
of the vehicle. Figure 4-12 illustrates this for the no 
afterbody, infinite afterbody, and short afterbody cases. 
Linear theory formulations are available for the infinite 
and no afterbody cases to replace Equation (57) if the 
parameter 

PAR( 1 + )L)[l/(rnp)+ 1]>4 (60) 

Moore* then linearly interpolated between the infinite 
and no afterbody cases as a function of the area covered 
by the Mach lines to obtain Ks(,+,) for the short afterbody 
case. 

Strictly speaking, the methodology discussed here is 
limited to slender bodies with triangular planforms of 
low aspect ratio. Experience has shown, that if the 
correct value of wing-alone lift is computed, the 
interference factors can give very reasonable results for 
wings which do not have triangular planforms or even 
have low aspect ratio. Moore2 showed how an 
engineering estimate of interference lift could be 
obtained, even for planforms such as that shown in 
Figure 4-13A. The actual SBT configuration is that 
shown in Figure 4-13B. Since most of the interference 
lift occurs near the wing body juncture, reference 2 
used approximations given by Equation (61) 

[KB(W,]II = [KB(W,] I' 

[ K W ( B ) l I I  = 1 + ([Kw(B)l 1-1)' 
(61) 

[kw(B)l,, = + ([kW(B)lI-l)G 

[kB(W,]II = ( [kW(B)]!  - [kW(B)]I)G 

to estimate the interference factors of the wing in 
Figure 4-13A. G in Equation (61) is the ratio of the 
root chord of the wing for which the interference factor 
is desired to that of the wing that slender body theory 
assumes. That is 

The last two terms of Equation (55) are also 
interference terms. CNVv is the lift on the tail caused 
by the vortices shed by the wing or canard upstream. 

is the negative lift on the afterbody due to wing 
cNB(Y) 

Here i is the tail interference factor given by Pitts et 
al.*' and r is the strength of the wing shed vortex. 

4.11 Empirical Methods27416 
It is fair to wonder why approximate aeroprediction 
codes are defined as semiempirical with all the 
theoretical methods discussed so far. The truth is, that 
while these methods allow the individual component 
forces and moments to be calculated fairly rigorously at 
a given Mach number or angle of attack, there are still 
many conditions where the analytical methods presented 
previously are either not applicable or the difficulty in 
applying then is not worth the effort. In those cases, 
empirical methods are generally used. The combination 
of theoretical and empirical techniques in a code is thus 
why they are called semiempirical codes. A few 
examples where empirical methods are used are 
transonic aerodynamics, body alone subsonic 
aerodynamics, and base drag of the body and lifting 
surfaces. There are actually analytical methods 
available for transonic aerodynamic computations. 
However, most of the methods are inconsistent from a 
computational standpoint with the approximate codes. 
What is done in many cases, is to use the sophisticated 
analytical ~ o o ~ s ~ , ~ , ~  to estimate the transonic 
aerodynamics, as a function of key geometric 
parameters, then to include these into an engineering 
code in a table lookup fashion. Obviously, for a 
vehicle that spends a large portion of its time in the 
transonic flow region, 0.8 < M, < 1.2, it would be 
justifiable to use a more sophisticated estimation 
process. 

The base drag empirical method will be discussed in 
more detail in the next section of the report, which 
deals with some of the newer nonlinear methods 
developed in the past three years. 

5.0 NEW APPROXIMATE AERODYNAMIC 

This part of the paper will deal with many of the new 
aerodynamic prediction methods developed over the 
past 3 years. These methods include extension of the 
SOSET to include real gas effects (including two new 
nonlinear angle-of-attack pressure predictors), an 
improved version of the Modified Newtonian Theory 
(IMNT), and improvements to the Allen and Perkins 
viscous crossflow theory; also included are a new 
nonlinear wing-alone method, new nonlinear wing body 
and body wing interference methods due to angle of 
attack, a new nonlinear wing body interference method 
due to control deflection, a method for treating 

METHODS 
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nonlinear wing tail interference, and an improved base 
drag prediction model. 

These new methods and improvements were directed at 
three weak areas in the NSWCDD Aeroprediction Code 
of 1981 (AP81): (1) limited Mach number and inability 
to compute temperatures at the surface for aeroheating 
calculations, (2) lack of nonlinear lift capability except 
for the body alone, and (3) base drag methodology that 
was not robust enough in terms of including fin effects. 

5.1 SOSET Extended to Real 
The main reason the fourth version' of the 
aeroprediction code was limited to Mach number 8 was 
that, above M,= 6 real gas effects start becoming 
important but, can still be neglected at M, = 8. 
However, as Mach number increases substantially 
above M, = 6 ,  the need to include real gas effects into 
the aeroprediction code increases if one is interested in 
inviscid surface temperatures. If orle is only interested 
in forces and moments, real gas effects have a slight 
effect on the pitching moment, but only second-order 
effects on axial and normal force.28 However, one of 
the key issues in high-speed vehicles is aerodynamic 
heating, material selection, and insulation. Any excess 
weight can have a strong adverse impact on vehicle 
performance. Thus, a simple yet accurate method of 
estimating vehicle surface temperature (inviscid) for use 
in heat transfer analysis is needed. 

Figure 5-126 is an illustration of the importance of real 
gas effects. It plots the static temperature behind a 
normal shock for both perfect and real gases at an 
altitude of 170,000 ft. At this altitude, the speed of 
sound is approximately 1100 ft/sec and the freestream 
air temperature is approximately 283°K. The normal 
shock would occur in the vicinity immediately ahead of 
the blunted portion of a seeker or the missile nose. 
Note that the temperatures of interest to tactical 
weapons aerodynamicists can be very high, for high 
Mach number conditions assuming a perfect gas. Also 
shown on the figure are the real gas results.29 Note, in 
particular, the plot of TR/T,, the ratio of the real gas to 
perfect gas temperature. For Mach numbers of 6 or 
less, this ratio is unity or near unity. This is the reason 
that aerodynamic computations below M, = 6 could 
neglect real gas effects with little error. However, as 
M, goes above M, = 6, the error in temperature using 
the perfect gas assumption becomes increasingly large. 
This is of particular importance to materials and 
structures engineers designing the system to withstand 
these temperatures. Also shown in Figure 5-1 is the 
melting point of typical structural materials used in 
present-day missile design.' The actual-use temperature 
is less than the melting-point temperature. For missiles 
that fly at any appreciable time above the maximum-use 
temperature of a given material, some form of active 
cooling or insulation would be required. This means 
additional dead weight and, hence, less performance for 
the missile. It is therefore obvious that a reasonably 
accurate estimate of temperature is essential for the 
design of the seeker and the structure of the weapon. 
To meet the need for a fairly accurate method of 
predicting surface temperature, SOSET was extended to 
include real gas effects. In so doing, new approximate 
methods were developed for angle of attack pressure 

prediction and an improved version of MNT was 
derived. These new methods will be briefly described. 

SOSET and MNT for perfect gases were discussed in 
2.1 and 2.3, respectively. Refer to 2,1 for the SOSET 
methodology and to Moore, et 27 for the extension 
to real gases. It is noted that to extend SOSET to real 
gases requires several things: (1) a cone solution for 
real gases (pJ; (2) a Prandtl-Meyer Expansion (PME) 
for real gases (p2); (3) a derivation of a new pressure 
derivative (dp/ds),, where the perfect-gas assumption 
has not been made; and (4) a way to compute 
temperature given values of pressure.26 After the real- 
gas pressure derivative (dp/ds), was derived and 
checked, it was found that (dp/ds), became negative for 
many cases, causing one to choose between the 
Generalized Shock Expansion Theory (GSET where 17 
= 0) and the tangent cone theory (11 = 03). In 
comparisons of the pressure prediction to full Euler 
computations, it was found that a better way to 
implement the shock expansion theory for M 2 6 was 
to redefine Equation (10) as 

P = P, - (P, - PJ ' 1 1  

with y, being an input parameter chosen by the user. It 
was found that a value of v l  = 0 gave slightly better 
pressure predictions for slightly blunt configurations, 
whereas a value of 7, = 1 gave better accuracy where 
bluntness was large. Thus, final implementation of 
SOSET in AP93 is Equation (64), with 9, as an input, 
pc the real-gas tangent cone pressure, and p2 the real- 
gas value of pressure computed from a Prandtl-Meyer 
expansion. 

To compute inviscid temperatures (and other properties) 
along the surface of a pointed or blunt body, the 
constancy of entropy along the surface for perfect, 
frozen, or equilibrium chemically reacting flows is 
used. Knowing the value of entropy and pressure from 
the'pointed cone solution29 or the normal shock solution 
for a blunt body,30 one can then use the thermofit 
equations of Tannehill and Mugge31 and Srinivasen, et 
al. ,32 to determine other properties, i.e., 

The remaining properties at the body surface can be 
found from standard thermodynamic relationships, i.e., 
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H, = 

M = V/a I 

h = e + p /p  

"]To- = constant 
Y, - 1 

In the process of computing surface properties, three 
new pressure prediction methods were derived. The 
first of these was to give an improved pressure 
coefficient prediction on the blunt nose of a missile 
configuration over that provided by the MNT. If the 
pressure coefficient of MNT is defined as 

where 
(66) 

then the nose pressure on the blunt nose part of a 
missile is given by 

AC, of equation (68) is defined by 

ACp = kcosm (6eq)  [cos 6eq - cos(6 eq) ,I (69) 

where (6 eq), = 25.95 deg, m = 2.78, and 

II? 
k = 2.416Cp0 + 

Figure 5-2 shows the results of the Improved Modified 
Newtonian theory (IMNT) of Equations (68) and (69), 
compared to Equation (67) alone, and a full numerical 
solution of the Euler 
forebody at M, = 10. The IMNT gives up to 7 
percent improvement in pressure compared to the 
MNT. Even past the match point (6eq < 25.95 deg), 
the IMNT gives good agreement with the numerical 
solution down to 6eq values of 10 deg. This level of 
accuracy in pressure prediction will also translate into 
more accurate drag computations, particular on bodies 
with large bluntness. 

for a hemispherical 

The other two pressure prediction formulas have to do 
with calculating the pressure on a point behind the blunt 
nose portion of the body but at an angle of attack. 
These are 

F = (2 - - ) ( I  1 - tm2ec) - (2 + -)sin2+ 2 
P P 

and 

Equation (70) is used for pointed body configurations, 
as well as for blunt body configurations in the 
windward plane area (60" <4  I 180"). Equation (71) 
is used in the leeward plane (4 S 60") for 
configurations with blunt noses. In Equation (70), 
(C,), = is the pressure coefficient at a = 0, which 
comes from Equation (64). Figure 5-3 is an example of 
the application of Equation (70) to a cone along with 
the associated inviscid surface temperatures. The 
approximate results are close to the exact cone 
solution. 34 

Figure 5-4 presents the comparison of the present 
methodology for predicting inviscid surface 
temperatures on a 20-percent blunt cone at a = 10 deg 
and M, = 15. These results are compared to a full 
numerical solution of the Euler equations (ZEUS)35 for 
both perfect and real gases. The real-gas temperatures 
are substantially lower than the perfect-gas results and 
also agree with the full Euler solution except in the 
vicinity of the overexpansion region past the blunt tip. 
Figure 5-4 uses most of the theory developed for the 
approximate methodology in Equations (64) through 
(71), along with the assumptions used in computing 
temperature. 

5.2 Aer~heating~~ 
The AP93 methodology computes boundary layer 
heating information in the form of a heat transfer rate, 
4 ,  ; a heat transfer coefficient, H; and a recovery 
temperature (adiabatic wall temperature), Taw, at each 
computational point.36 These variables are related as 
shown in Equation (72). 

Tw is the wall temperature. For high-temperature 
flows, the heat transfer coefficient is often expressed in 
terms of enthalpies. 
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At temperatures above about 1500"R, Equation (73) is 
the more rigorously correct of the two. The heat 
transfer is normalized as shown in Equations (72) and 
(73) because the coefficients H and HI remain fairly 
constant over a wide range of wall temperatures, even 
though the actual heat transfer rate, q,, may vary 
significantly. Thus, since Taw and haw are not functions 
of wall temperature, once a heating computation is 
performed for a given Mach number/altitude 
combination, it need not be repeated simply because of 
changes in wall conditions. This weak coupling greatly 
simplifies the problem of tracking the time-dependent 
thermal response of a surface exposed to boundary layer 
heating. The aerodynamic solution may be obtained 
first with a code such as AP93, and the results stored in 
tabular form as functions of Mach number, altitude, and 
angle of attack. This information can then be accessed 
by an independent algorithm to compute the time- 
varying heat transfer rates and the resulting integrated 
surface temperature history along any given trajectory 
that lies within the limits of the data matrix. 

The only departure from the use of true inviscid surface 
conditions as boundary layer edge properties occurs in 
the case of blunt bodies. The curvature of the detached 
bow shocks associated with these configurations creates 
an entropy layer near the body surface. The inviscid 
solution would give a uniform boundary layer edge 
entropy over the entire body equal to that behind a 
normal shock at the free-stream Mach number, since 
this is the entropy along the inviscid streamline that 
wets the body surface. In reality, because of the finite 
thickness of the boundary layer, the true edge entropy 
is that which exists at some point in the entropy layer 
located at a distance above the surface equal to the local 
boundary layer thickness. This entropy value is 
determined by an iterative mass balance t e ~ h n i q u e . ~ ~  

Once appropriate boundary layer edge conditions are 
determined, a series of specialized analytical relations 
are used to determine the aerodynamic heating at 
various locations. At the nose tip stagnation point, a 
simplified version of the Fay-Riddell formula37 gives 

4, = 0.763Pr-0.6& c - (haw - hw) 

(74) 

The stagnation point velocity gradient, dV,/dx, is 
determined from the Newtonian theory, assuming a 
spherical nose tip. At the nose tip, the flow will always 
be laminar. 

If control surfaces are present, the viscous heating 
along their leading edge stagnation lines is determined 
by the Beckwith and Gallagher swept-cylinder 
relations38 modified to include real-gas  effect^.'^ For 
the laminar case, 

qw,l = 0.57Pr-0.6f i  

(75) 

where A is the leading edge sweep angle and dV,/dx is 
the stagnation line velocity gradient derived from 
Newtonian theory, assuming, a cylindrical leading edge. 
For turbulent flow, 

where V, is the flow velocity parallel to the leading 
edge stagnation line and the (*) superscript denotes 
evaluation at a reference enthalpy given by@ 

h * =0.5(hw+he) +0.22(haw-he) (77) 

The (e) subscript denotes evaluation at the boundary 
layer edge. The laminar or turbulent status of the flow 
is determined by comparison of the Reynolds number, 
based on the leading edge diameter, to user-specified 
upper and lower limits. If Re, is below the lower 
limit, laminar values are used. If Re,, is above the 
upper limit, fully turbulent flow is assumed. For 
intermediate values of Re, , a linear combination of 
laminar and turbulent values is computed. 

For points on the body, the Eckert reference enthalpy 
flat plate formulation is used.41 For laminar flow, 

d 
and for the turbulent case, 

N, and N, are transformation factors that allow for the 
approximation of three-dimensional (3-D) effects. They 
are equal to three and two, respectively. The laminar 
or turbulent flow character, is determined as before by 
comparing the local Reynolds number, based on 
boundary layer running length, to user-specified upper 
and lower limits. 

Heating rates on the surfaces of wings, fins, or canards 
are determined by using Equations (78) and (79) but in 
this case, NI and N, are both equal to one because of 
the two-dimensional (2-D) nature of the flow. The 
degree of turbulence is determined in the same manner 
as for the body. 

An example of the new aeroheating method is given in 
Figure 5-5. Figure 5-5 shows the heat transfer rate on 
a 15 degree half angle cone with a nose radius of 1 . 1  
inches as a function of distance along the axis of 
symmetry. Conditions considered are M, = 10.6 and 
angle of attack 10 degrees. Comparisons are made with 
a more complicated approximate technique4' that uses 
streamline tracking combined with the axisymetric 
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analog to model 3-D effects. Experimental data are 
also 
'MINIVER39 code used in a tangent cone mode. AP 93 
and MINIVER tend to under predict the data by about 
10 - 15 percent, a performance that is credible 
considering the simplified nature of the solution. Note 
that the AP 93 gives improved results over MINIVER 
in the vicinity of the stagnation region due to the more 
accurate calculation of entropy at the edge of the 
boundary layer and more accurate real gas properties. 

along with the results from the 

i 

5.3 Base Drag4v4' 
The AP81 estimated base drag using a composite of 
empirical data for the body alone. Also, an 
approximation was made for the effect of angle-of- 
attack, fin location, and fin thickness effects as a 
function of Mach number based on a limited amount of 
data. As a result, a request was made to the National 
Aeronautics and Space Administration, Langley 
Research Center (NASA/LRC) to perform additional 
wind tunnel tests, where additional base pressure 
measurements could be taken to try and quantify the 
effects mentioned, plus those due to control deflection. 

Wilcox was the chief engineer for the tests that were 
conducted and rep~rted.'"'*~' Eighty-nine base pressure 
taps were placed around a 7.2 caliber, 5-inch diameter 
body with a side mounted sting. These taps were 
placed every 22.5 deg in circumferential location and at 
several radii from the body centroid toward the outer 
edge. The configuration matrix of data taken is shown 
in Table 5- 1. The base pressure measured at each of 
the 89 orifice locations was then averaged over its 
incremental base area to get the average base pressure 
at each condition, of Table 5-1. Based on these average 
base pressure measurements at each test condition, 
changes in base pressure, and hence, base drag because 
of a particular physical model change, or flight 
condition change could be readily computed by simply 
subtracting the two data points. 

Using the process described, along with a wind tunnel 
data base not available when AP81 was d e ~ e l o p e d , ~ ~  a 
new empirical estimate of base pressure coefficient 

Cp, was derived. This new estimate is shown in 

Figure 5-6 and compared to the AP81 value of Cp,. 
The two curves are similar, with the AP93 slightly 
higher than AP8l for M, I 1 . 5  and slightly lower 
than AP81 for M, 2 3.0. Body-alone angle-of-attack 
effects on base pressure are then estimated by 

( ) NF,u =( ) NF,a = o[l+O.OlF,] (80) 

Here, ( CpB) NF, comes from Figure 5-6 and F,, 
the increase due to angle of attack from Figure 5-7 
Boattail and power-on effects on base drag are 
estimated as present in AP8 1. 

At this point, it is worth noting that, while the databases 
of Moore, et al., and Butler, et al., helped to improve 
the estimate of base pressure as a function of Mach 
number and angle of attack for the body alone,M345.46 
additional data are still needed for CY S 1 5  deg at all 
Mach numbers. This need is indicated by the dotted 
lines in Figure 5-7, which are extrapolations from data 
available for CY 2 15 deg and engineering judgement. 
This same statement will also be even more true for fin 
effects due to control deflection and angle of attack, as 
will be discussed in the following paragraphs. 

The total body base pressure coefficient for fins located 
flush with the base is 

[1 +O.OlF,] (CP ) + 0.0 1 F,(t/d) 
NF,a=O 

where ( C',) NF, 

curve of Figures 5-6, 5-8, and 5-9, respectively. 
, F2, and F, come from the AP93 

In Figure 5-8, no data were taken for M, < 2,-. 4s and 
none could be found in the literature. Hence, the data 
for M, = 2 are assumed to apply for M, < 2 as well. 
While this is a big assumption, it is believed to be 
better than neglecting the base pressure effect due to 
control deflection and angle of attack, which other 
engineering aerodynamics codes do. It is also worth 
noting that Figure 5-9 indicates what is intuitively 
obvious: for small control deflections and angles of 
attack, fin thickness effects are important in base 
pressure estimation, whereas for large values of CY and 
6, the additional change in Cp, due to fin thickness is 
minimal. 

The final parameter to define the effect on base 
pressure is fin location relative to the body base. This 
is done through Equation (82), where 

Here ( Cp,) NF, 

coefficient at a given angle of attack given by Equation 
(80) and ( A  Cp,) a ,  6 ,  t /c,xlc is the total change due 
to the presence of fins at a given CY, 6, t/c, and x/c. An 
example of ( A Cp,) g , t / c ,  x / c  is given in Figure 5-  
10 for M,= 2.0 and I C Y  + 61 = 1 0  deg. Moore, et 
al., showed other curves for this parameter.'"' Figure 5- 
10 shows that the change in base pressure due to all 
variables present varies from that at x/c = 0, where the 
fins dominate to that of the body alone where the fins 
have no effect (x/c = 2.5). 

is the body-alone base pressure 

5.4 Improved Method For Body Alone Normal 

The normal-force coefficient of the body alone is 
estimated by 47 

Force and Center of Pressure47i48 



X 

7 
U 

- 'a 
U 

h 
PD 

v 

'0.15 

0.1 

2-39 

! f 

I j 1 ' j  
t i 

j ! 
j f j 

I I I I 

j j j ; 
j 

i i 
I I I 

I 0; 5 1 1.5 2 2.5 3 3.5 4 4.5 
Mach Number 

FIGURE 5-6. MEAN BODY-ALONE BASE PRESSURE COEFFICIENT USED IN AP81 AND AP93 

WLCOX DATA (REF 1081 EXTRAPOUTION 
OM=2.0 ------- 

0.A M=2.5 
v M=3.O 
w Mz3.5 
0 M=4.5 

* e - - - - - - - - -  
BUTLER. et .I DATA (REF 1081 

0 M=O.6 , MS0.6 
h M ~ l . 0  0 I 
U M + l S  0 

BO 

M=1.0 

70 

60 

8 
* s o  

i; - 4' "p I 30 

IO 

10 

0 
5 20 25 30 10 15 0 

a (de111 

B. (M, C 2) 

FIGURE 5-7. PERCENT CHANGE IN BODY-ALONE BASE PRESSURE COEFFICIENT 
DUE TO ANGLE OF ATTACK 



2-40 I 

6o 1 
0 0 

X 
r 

II 
0 0 

X 
r 

/at 61 (deg) 

FIGURE 5-8. PERCENT CHANGE IN BASE PRESSURE COEFFICIENT DUE TO COMBINED EFFECTS OF 
ANGLE OF ATTACK AND CONTROL DEFLECTION (t/c = 0) 

DATA SOURCE (REF 1081 

0 1 2 3 4 5 

M, 

FIGURE 5-9. ADDITIONAL PERCENT CHANGE IN BASE PRESSURE COEFFICIENT DUE TO FIN 
THICKNESS AT VARIOUS VALUES OF 1 a + 6 I 



e 
2-41 
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where CNL is the linear term and CNNL the nonlinear 
term. The linear term is predicted in AP81 by either 
SOSET, second-order Van Dyke combined with MNT, 
or empirical depending on the Mach number range.lV6 
The nonlinear term is estimated by the Allen-Perkins 
viscous crossflow theory.I9 No changes were made in 
the linear term of Equation (83) in AP93 from AP81. 
Three changes in the nonlinear term of Equation (83) 
were made for the AP93. 

The nonlinear term of Equation (83) is1’ 

The first change from AP81 is in the value of q .  AP81 
used an incompressible value of q with no account of 
compressibility effects, although compressibility effects 
have been clearly shown.49 The compressibility effect 
is shown in Figure 5-1 1A along with the line drawn to 
represent the data. This line is defined as 

q = (G).. + q,, for M N  s 1.8 
(85) 

q = l  for M N  > 1.8 

where qo is the incompressible value of q (M, = 0) 
used in AP8 1. I 

The second change is in the value of the crossflow 
drag coefficient used. This value was changed to allow 
the effect of transition on the body surface to affect the 
value chosen. This affects the value of cd,  for M, 

values of 0.5 and less. Also, the value of c d c  is 
slightly lower for 0.6 5 M, I 2.2 than that used in 
AP81. This is based on the large NASA Tri-Service 
Data Base.so The new value of c d c  used in AP93 is 
given in Figure 5- l lB.  If the flow on the body is a 
combination of laminar and turbulent (the case for most 
conditions), a value somewhere in between the two 
values on the Figure 5- l lB curve for M, I 0.5 will 
be computed. If X, defines the length of laminar flow 
on the body and X, is the total length, then for M, I 
0.5, 

Thus, if X, = 0 so flow over the body is fully 
turbulent, a value of c d  = 1 . 2 will be computed, 
whereas a value of 0.4 will be picked if the flow is 
fully laminar. 

The third change made in AP93 was in the center-of- 
pressure location. AP81 used a weighted average of the 
normal force center of pressure of the linear term and 
nonlinear term, where the nonlinear term X,, was at 
the centroid of the planform area in the crossflow plane 
and the qp of the linear term was computed 
rheoretically or empirically. Both of these values were 
held constant as angle of attack increased, the only 
change being from the changing values of the normal- 
force terms of Equation (83). In numerical experiments 
using the NASA Tri-Service Missile Data Base, it was 
found that the assumption of a constant value of center 
of pressure with angle of attack was not completely 
correct. It is suspected that as angle of attack 
increases, the center of pressure of the linear term of 
Equation (83) changes and can no longer be assumed to 
be constant. An empirical way to represent this change 
with Mach number is given in Figure 5- l lC.  This 
change is effective for CY 2 10 deg. Between CY = 0 
and 10 deg, the correction is implemented in a linear 
fashion between zero at a = 0 to its full value at a = 
10 deg. 

Figure 5-12 is an example of the normal-force and 
center-of-pressure comparisons of the AP8 1, AP93, 
and experimental data. The data are for a 12.33-caliber 
tangent-ogive cylinder configuration with a 3 .O-caliber 
nose.so The improvements made in AP93 give 
significantly better results on both C, and X,, as a 
function of angle of attack. 

5.5 Wing-Alone Nonlinear Normal Force and Center 

One of the major reasons the AP81 gave poor results at 
01 > 10 deg for many missile configurations was the 
failure to include nonlinearities in wing lift. Using 
NASA and ONR Data  base^^^.'^ a semiempirical 
method was developed for the nonlinear wing-alone 
normal-force term analogous to the body-alone 
Equations (83) and (84).47,48 The nonlinear term of 
wing-alone lift, therefore, can be defined as 

of Pressure 

Here, f(M,, AR, A) is analogous to the q Cd, of the 
body alone in Equation (84). Since the total wing-alone 
normal force is known for a given AR, M,, A, and 
 CY,'^^^^ and the linear value of lift is known from the 3-D 
thin-wing theory or lifting surface theory from AP81; 
the nonlinear normal force of the wing alone is 

Using the data of References 51 and 52, Equation (88) 
values were generated and a parameter k, defined as 
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was generated. Tables of k, for both high and low 
Mach numbers are given in Tables 5-2 and 5-3. The 
total wing-alone normal force in AP93 is therefore 

C = CNL + kpin 2 a -  A w  
A ,  Nw 

The second term of Equation (90) was neglected in 
AP81. 

The center of pressure of the wing-alone lift was 
assumed to vary quadratically between its linear theory 
value at (Y = 0 to the centroid of the planform area 
(adjusted for thickness effects) at (Y = 60 deg. 

Defining the center of pressure of the wing-alone linear 
term as A and the center of pressure of the nonlinear 
term as B (both in percent of mean geometric chord), 
then the center of pressure of the wing lift is 

L a 2  [A  - BI 
5400 

cyw is the total angle of attack in degrees on the wing. 
Figure 5213 gives an example of the AP93 methodology 
compared to AP81 and experimental data. This 
particular case shows significant improvement in wing- 
alone normal force of the AP93 versus AP81 when 
compared to the experiment. However, no 
improvement in center of pressure is obtained because h 
= 0 and the centroid of Planform area is the same as 
experimental data suggest. 

5.6 Wing-Body and Body-Wing Nonlinear 

The total configuration normal-force coefficient at a 
given angle of attack, control deflection and Mach 
number is given by Equation (55) repeated here for 
convenience: 

Interference Factors Due to Angle of Attack 47i48 

' N  = ' i V B  + [(KW(B)+KB(W))a+(kW'(B)+kB(W))* W]('N,> W 
(55) 

Moore, et al., found that the wing-body interference 
factor K,,,) had the qualitative behavior as shown in 
Figure 5-14.47 At low angles of attack, slender-body 
theory appeared to be a good estimate of KWm). This 
estimate was adjusted slightly for M, S 1.5 by an 
amount AK,,,,. At some angle of attack defined as ac, 
K,,,, seemed to decrease in a nearly linear fashion. 
The rate of this decrease was a function of Mach 
number: the higher the Mach number, the larger the 
rate of decrease. At some point defined as cyD, the 
KWm) appeared to reach a minimum and remain about 

constant. As a result of this analysis, a mathematical 
model was derived to define KWm) in terms of its 
slender-body theory value [K,(,,],,and an empirical 
correction derived from several databases.50. " *  52 This 
model given in Figure 5-14 is 

(%) for  a > a D  

The empirical corrections to KW(,) are also in a form 
that can be defined mathematically as opposed to a table 
lookup procedure. These equations for 

are as follows: 

=-0.44[Mw-1.5] for 1.0<M_s1.5 

[AKwn]a=O=O for  Mm>1.5 

[A K ~ ~ ] a  =o 

(93) 

I d a  

= -(0.00283Mm + 0.025) 
da 
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AIM, 

0.0 

0.5 

1.0 

TABLE 5-2. VALUES OF k, FOR LOW MACH NUMBER 

AR I 0.5; M, < 4.0 

0.0 0.5 1 .o 1.5 2.0 2.5 3.0 3.5 4.0 4.5 

1.55 1.57 1.60 1.60 1.51 1.25 0.92 0.56 0.29 0.16 

2.84 2.90 2.82 2.30 1.35 1.00 0.80 0.64 ' 0.47 0.33 

2.37 2.45 2.43 2.31 1.50 1.05 0.90 0.75 0.61 0.48 

1.0 

TABLE 5-3. VALUES OF k, FOR HIGH MACH NUMBER 

AR I 0.5; M, < 4.0 

P 

-0.31 0.09 0.46 0.68 0.78 0.87 0.91 0.93 0.95 0.95 0.95 0.95 0.95 

1.0 

AR I 1.0; M, < 3.5 

1.0 I 0.30 I 0.50 I 0.86 I 0.93 I 0.94 I 0.95 I 0.95 I 0.95 I 0.95 I 0.95 I 0.95 I 0.95 I 0.95 

AR I 2.0; M, < 3.5 

0.66 1.02 1.14 1.18 1.15 1.09 1.02 0.96 0.95 0.95 0.95 0.95 0.95 
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M22.0 

For 0.05 < r/s< 0.25 

2 a c  = 12.5 - 1.06Mm - 2.59Mm 

a c  = 12.5 - 6.25M- 

2 a c  = 4.5 + 2.25M- - 2.25Mm 

for ARs0.5 

for AR= 1 .O 

for ARr2.0 

(95) 

M_>2.0 

a .=O 

The semiempirical model for KBW, was also defined in 
terms of its slender body or linear theory value, plus a 
correction due to nonlinearities associated with angle of 
attack. The mathematical model for KBV,, was defined 
as ’* 

Unfortunately, a mathematical model for [AK,,,],=, 
and d[K,,,]/da was difficult to define because of the 
variability of the constants as a function of the 
parameters of interest. As a result, a three-parameter 
table lookup for these two parameters is used in AP93 
based on the data in Table 5-4. The parameters in the 
table lookup include M,, X, and AR. Linear 
interpolation is used. 

Examining cases where r/s is small, it was found that at 
high angles of attack, the wing-alone solution was not 
recovered properly through the process, Equations (92) 
and (97). To remedy this situation, the AP93 nonlinear 
interference factors were blended into those predicted 
by slender-body or linear theory as r/s became small. 
The specific equations used to do this are 

For r/s 2 0.25 

For r/s I 0.05 -- 

In essence, the model represented by Equations (98a) 
through (98c) uses the nonlinear interference factors for 
r/s values greater than 0.25; they use a blend of 
slender-body or linear theory and the nonlinear values 
of interference factors for r/s values between 0.05 and 
0.25 .  They also use the slender-body or linear theory 
values for r/s values less than 0.05. Hence, when the 
body vanishes (r/s = 0), the wing-alone solution will be 
automatically recovered in a smoother and more 
accurate way. 

Figure 5-15 is an example of the normal force on the 
wing in the presence of the body and the normal force 
on the body in the presence of the wing using AP93 
theory, the AP81 theory, and compared to experimental 
data. Note that 

Hence, Figure 5-15 is actually a representation of the 
normal-force coefficient on the wing and additional 
normal force on the body due to the wing. Thus, 
Equation (99) is a representation of the accuracy of not 
only Kwoj) and K,,, but CN, in conjunction with the 
interference factors. This is a more true indication of 
the accuracy of the code because there are actually two 
of the component force terms that make up Equation 
(39). As seen in Figure 5-15, the AP93 methodology is 
superior to the AP81 theory as angle of attack 
increases, 

The center of pressure of the new value of normal force 
of the wing in the presence of the body estimated by 
Equation (92) is assumed to remain at the values of the 
wing-alone solution of AP93 given by Equation (91). 
The center of pressure of the additional lift on the body 
due to the: presence of the wing is estimated using the 
AP81 method, which is either slender-body or 
linearized theory. These values are modified for short 
afterbodies.* 
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TABLE 5-4. DATA FOR BODY-WING NONLINEAR SEMIEMPIRICAL INTERFERENCE MODEL 

Data for [ AK,,,] a=O 

Mach Number 

Aspect Taper 
Ratio Ratio I 0.6 .0.8 1.2 1.5 2 .o 2.5 3 .O 3.5 2 

4.5 

10 .25  

0.5 

1 .o 
1 2.0 

0.5 

2 2.0 

0.5 

1 2.0 

Aspect 
Ratio 

0, 0.5, 
1 .o -0.1 

0.5 -0.28 

0.5 -0.26 

0.5 -0.13 

0 -0.3 

0 -0.2 

1 .o -0.16 

1 .o -0.2 

Taper 
Ratio I 0.6 

-0.1 

-0.1 

-0.2 

-0.04 

-0.06 

-0.1 

0.08 

-0.1 

0.8 

0.5 0.6 0.7 

0.13 0.11 0.05 

0.15 0.21 0.15 

0.12 0.43 -0.16 

0.26 0.28 0.17 

0.12 0.52 0.12 

0.26 0.14 -0.12 

0.12 0.45 -0.02 

Data for d[K,,,, ]/da 

Mach Number 

1.2 1.5 2 .o 

0.8 

-0.02 

0 

0 

0.12 

0.15 

0 

0.11 

2.5 

0.7 

-0.06 

0 

0.37 

0.14 

0.22 

-0.05 

0.28 

3 .O 

0.5 

0 

0 

-0.08 

0 

-0.06 

-0.10 

-0.17 

3.5 

0.3 

0 

0 

-0.16 

0 

-0.22 

0 

-0.3 

2 
4.5 

S 0.25 

0.5 

1 .o 
1 2.0 

0.5 

2 2.0 

0.5 

2 2.0 

0, 0.5 
1 .o 
0.5 

0.5 

0.5 

0 

0 

1 .o 
1 .o 

0.018 0.013 -0.010 -0.023 -0.013 -0.022 -0.031 -0.025 -0.031 

0.019 0.010 -0.008 -0.010 -0.013 -0.013 -0.013 -0.012 -0.012 

0.013 0.010 -0.007 -0.013 -0.020 -0.017 -0.012 -0.012 -0.012 

0.010 0.011 0 -0.013 -0.010 -0.017 -0.040 -0.012 -0.012 

0.033 0.022 0 -0.007 -0.010 -0.008 -0.014 -0.012 -0.012 

0.010 0.010 -0.007 -0.020 -0.011 -0.020 -0.023 -0.012 -0.012 

0.019 0 -0.019 -0.010 -0.007 -0.013 -0.014 -0.012 -0.012 

0.010 0.01 -0.007 -0.017 0 -0.017 -0.026 -0.012 -0.012 
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In exercising the AP93 on missile configurations in the 
transonic speed regime (0.6 I M I 2.0), it was found 
that some of the nonlinear lift associated with small 
aspect ratio fins (AR I 1.4) was lost due to shock- 
wave formation. An empirical approach in the AP81 
accounted for a certain amount of linear lift loss. This 
appeared to be satisfactory for the larger aspect ratio 
fins, where the nonlinear normal-force term with angle 
of attack was negative. However, when the fins have a 
positive nonlinear normal force due to angle of attack, 
some of this force appears to be lost with shock waves. 
This loss was estimated empirically as a function of 
Mach number and angle of attack for a wing that had 
an area-to-body reference area of about one. These 
data for AC, losses due to compressibility effects are 
given in Table 5-5. A two parameter linear 
interpolation is made from Table 5-5 for a given M, 
and a! to compute AC,. ACN is further degraded for 
taper ratio for values of X < 0.5. The specific 
equations for ACN are 

ACNE(w) = -(ACN)- A ,  for h 20.5 
A r c j  

= -0.2ACN [ 21 for a so.] 
A c"ul 

5.7 Nonlinear Wing-Body Interference Factor Due 

Initially, it was planned to use slender-body theory for 
the interference factors kW(,, and k,,,, as currently 
done in AP81. This plan was based on results 
comparing computations (using Equations (55) where 
all the nonlinearities are included) with experimental 
data at 6 = 0 for both body-tail and wing-body-tail or 
dorsal-body-tail  configuration^.^' These comparisons 
were good and seemed to indicate that new technology 
was superior to existing engineering approaches. 
However, when results were examined for 
configurations that had control deflections on either the 
aft or forward lifting surface, they were found to be not 
as good as desired. This led to the conclusion that 
nonlinear interference factors, due to control deflection, 
were also required to improve the performance of AP93 
when compared to experimental data. 

to Control Deflection' 

The approach taken was to use the AP93 with the non- 
linearities of wing-alone, wing-body, and body-wing 
interference effects due to angle of attack included, use 
the slender-body estimates of and k,,, for control 
deflection, and derive empirical modifications to kW(,, 
based on numerical experiments compared to actual 
missile data. Because kW(,) appears in the vortex lift on 
the tail due to canard or wing shed vortices, the 
numerical experiments were conducted with canard 
body-tail configurations. 

Referring to Equation ( 5 3 ,  the vortex normal-force 
coefficient on the tail is25 

Equation (101) has a factor F that multiplies the term 
due to (control deflection in the wing-tail vortex lift. 
This factor is needed in addition to the nonlinearity for 
kW(B)r P artly because the negative afterbody lift due to 
control deflection is not presently modeled in either 
AP81 or AP93. This term is defined by Equation (63). 

The main reason this term was not included in the 
AP81 clode was that it required an estimate of fT, which 
is the position of the canard shed vortex at the tail. 
Also, Nielsen, et al., indicated that this term was 
generally much smaller than that computed by Equation 
(101).52 To account for this term, a vortex tracking 
algorithm or an empirical correction to the term in 
Equation (101) is needed. For angles of attack much 
greater rhan 25 or 30 deg, a vortex tracking algorithm 
may be needed. However, up to a! of about 30 deg, a 
nonlinear model of interference effects resulting from 
control deflection was developed by defining k,(,, as a 
function of angle of attack and Mach number and F as a 
function of Mach number and angle of attack. 

Using the work of Nielsen, et al., McKinney, and 
Smith, et al., for low Mach number,52. 53* 54 a 
semiempirical nonlinear model for kW(,, and the 
parameter F were derived from numerical experiments. 
The mathematical model for kW(,, is based on slender- 
body theory similar to kW(,) and k,,, and modified for 
angle of attack or control deflection. In general, it was 
found that 

More specifically, kWcB,, C,, C,, and F are defined in 
Figure 5-16 for Mach numbers where data are 
available. For Mach numbers less than 0.8 and greater 
than 4.6, the equations derived for those conditions 
have been used. The current method for using the 
empirical estimate for kW(,) from Figure 5-16 is to 
linearly interpolate between Mach numbers for a given 
value of (Y, 6, and M,. 

The model in Figure 5-16 has a lot of similarities to the 
nonlinear Kw(B, model already discussed: at low angle 
of attack, slender-body theory gives a reasonable 
estimate of kW(,). However, as angle of attack 
increases, kW(,) decreases up to low supersonic Mach 
numbers. For higher supersonic Mach numbers, k,(,, 
actually increases at higher angles of attack, presumably 
due to Compressibility effects. Also, for low angles of 
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If Ia,I 5 24.0 -+ kw(B) = 1 .4[kw 
If la,l > 24.0 -, kw(B) = 1.4 [.Oh3794 luwl* - .0933 lawl + 2.7 11 
F =  1.1 

]se 

M = l . l  

If law( I 15.0 -.+ kw(e) = 1.31kw B Iss  
If lawl > 15.0 - k,(s) = 1.3 [.Odd87 law12 -- ,0825 I x w I  + 1.981 
F =  1.1 

M =  1.5 

If  lawI I 10.0 --.* kw(B) = .g[k,(~)]s~ 
If lawI > 10.0 -+ kw(B) = .9 [kw(~ ) ] s~  - .015[1xw1 - 10.01 
If \awl I 20.0 + F = .8 
If lawl > 20.0 -, F = .8 + .lO[I~,l - 20.01 

M = 2.3 

kw(B) = .8Ikw(E)ISB 
If lawl 4 40.0 -+ F = 0.9 
If IawI > 40.0 -+ F = 0.9 + .4(lmwl - 40.01 

M 24 .6  

If Ia,I 5 20.0 + kw(B) = 0.75[kw(~)lse 
If lawl > 20.0 --t kw(s) = 0.75[k,(~)]s~ + .Ol[lawl - 20.01 
If Iawl 5 35.0 -, F = .9 
If lawl > 35.0 4 F = .9 + .3[la,l - 35.01 

where = + 

FIGURE 5-16. NONLINEAR WING-BODY INTERFERENCE MODEL DUE TO CONTROL DEFLECTION 



10 

0.0000 

0.0000 

0.0000 

-0.0093 

15 

0.0000 

0.0000 

0.0000 

-0.0293 

Boattail or Flare 
Wave Drag 

Wu and Aoyoma Second-Order SOSET 
Van Dyke 

Skin Friction Drag Van Driest I1 

Base Drag 

Aeroheating 
Information 

Inviscid Lift and 
Pitching Moment 

Improved Empirical Method 

Crossflow 
Empirical Semiempirical 

based on Euler 
Solutions 

Viscous Lift and 
Pitch Moment 

Improved Allen and Pcrkins Crossflow 

2-53 

TABLE 5-5. LOSS OF WING NONLINEAR NORMAL FORCE DUE TO 
SHOCK-WAVE EFFECTS IN TRANSONIC FLOW 

0 1 5  M, 

S 0 .4  

0 .6  

0.8 

1.2 

1.5 

2.0 

2 2 . 5  

0.0000 0.0000 4- 0.0000 0.0000 

0.0000 
~ 

-1.300 

0.0000 0.0000 + 0.0000 0.0000 

-1.400 

-1 SO0 

0.0000 0.0000 

0.0000 0.0000 =I= 0.0000 0.0000 

-0.0653 -0.11 1 1  -0.1556 -0.4444 +I- -0.0076 -0.0376 -0.1502 -0.1142 

-1.500 

-0.0500 

o.ooo~r o.ooo I o.oooo I o.oooo 0.0000 I 0.0000 0 .oooo 

TABLE 6-1. AP93 METHODS FOR BODY-ALONE AERODYNAMICS 

Transonic 1 Supersonic 
0.8 5 M, < 1.2 

Semiempirical Second-Order 
based on Euler 
Solutions 

1.2 I M, 5; 2.4 - 

Van Dyke pluis 

Hypersonic 
M, > 6 "  

High Supersonic 
2.4 < M, 5 6.0 

SOSET plus IMNT 

Subsonic 
M, < 0.8 

ComponentIMach 
Number Region 

Nose Wave Drag SOSET plus 
IMNT Modified 
for Real Gases 

SOSET for Real 
Gases 

SOSET plus 
IMNT for Real 
Gases 

SOSET for Real 
Gases 
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attack, a value of F near one is found for the vortex lift 
model, indicating again reasonable accuracy of the 
theory in reference 25. However, as angle of attack is 
increased, F increases above one for many Mach 
numbers. That is, Equation (101) gives values of CNnU 
too small due to control deflection of a forward surface. 
As already mentioned, this is most probably due to the 
neglect of the effect on the afterbody Equation (63), 
which accounts for a greater percentage of the afterbody 
effect compared to the Equation (101) results, as angle 
of attack increases. 

6.0 SUMMARY OF METHODS IN 1993 VERSION 
OF NSWCDD AEROPREDICTION CODE 
(AP93) AND COMPARISON WITH 
EXPERIMENTB. 47 

The methods used for computing forces and moments in 
the AP93 are summarized in Tables 6-1, 6-2, and 6-3. 
Note that the code can now be useful for computing 
aerothermal information as well as forces and moments. 
This means the code now has five uses: 

a. Providing inputs to flight dynamics models 
that estimate range or miss distance 

b. Assessing static stability of various missile 
configurations 

c. Assessing various design parameters in terms 
of optimizing the configuration 

d. Assessing structural integrity using the loads 
portion of the code 

e. Assessing aerothermal aspects of a design 
using heat transfer coefficients at high Mach 
numbers. 

As seen in Tables 6-1, 6-2, and 6-3, there are many 
methods that go into the overall makeup of a component 
build up code, such as the APC. The past 20 years 
have shown that this type of code can be quite useful 
when used in preliminary or conceptual design studies 
to provide down selection on many configuration 
alternatives in a fairly accurate and cost-effective 
manner. Most of the methods listed in the tables have 
been briefly summarized in sections of the report. 

I 

Several different complete missile configurations have 
been considered in the validation of the AP93 code 
compared to experimental 
of the flight conditions on a few of the configurations 
considered will be given here. Also, there will be 
comparisons with AP81 or other SOTA aeroprediction 
codes when such results are available in the literature. 
Funds were not available to do a thorough comparison. 

47 A sample of several 

The first case for comparison of the AP93 and AP81 is 
the configuration shown in Figure 6-1A. The body 

shown has a three-caliber tangent ogive nose with total 
length of 12.33 calibers with aspect ratio 2.0 tails and 
0.1 dorsals. Mach numbers of 4.5 and 10 are 
considered and comparisons are made with ZEUS code. 
Results of these comparisons in terms of normal force 
coefficient and center of pressure as a function of angle 
of attack are shown in Figure 6-1B. Center of pressure 
results show the AP93 within two percent of the body 
length compared to the ZEUS computations at all angles 
of attack considered. On the other hand, the AP81 
center of pressure results differ by as much as 8 percent 
of body length from the ZEUS code. Examining 
normal force coefficient comparisons, it is seen that at 
Mach 4.5 AP93 is within 5 percent of ZEUS code, 
whereas AP81 results are low as much as 30 percent 
due to omission of nonlinear wing-alone and 
interference lift. At M = 10, the normal force of 
AP93 is within 13 percent of the ZEUS code, whereas 
AP81 results are off by as much as 40 percent. 

The second configuration, Figure 6-2A, is taken from 
Howard and The dorsals have an aspect ratio 
of 0.12 and tail surfaces have an aspect ratio of 4. The 
aeroprediction code will not handle the configuration as 
shown at the top of Figure 6-2A. Experience has 
shown it necessary to keep the lifting surface area, 
centroid of area, span, taper ratio, and aspect ratio the 
same in the configuration modification process. This 
means the tip and root chord of the dorsal and tail 
surfaces had to be adjusted with these constraints in 
mind. The new adjusted configuration is shown at the 
bottom of Figure 6-2A. Hence, this configuration has 
all parameters outside the empirical data base for use in 
the AP93 including Mach number, aspect ratio, body 
configuration, and r / s. 

Howard and Dunn showed only normal force coefficient 
results for the body-tail and body-dorsal-tail 
configurations at M = 0.1 ?5 Results of the AP81, 
AP93, and Missile DATCOM are shown in Figure 6-2B 
compared to experiment for both the body-tail and 
body-dorsal-tail configurations. For the wing-body 
case, the AP93, and Missile DATCOM produce almost 
identical results; both show higher C, values than 
experiment, particularly at low angles of attack. It is 
not clear why this discrepancy exists. The AP81 
results, which have the older values of C,, and no 
nonlinear wing lift, show even higher results than either 
the AP93 or Missile DATCOM. 

The body-dorsal-tail configuration results of Figure 6- 
2B show that the AP93 is clearly superior to both the 
AP81 and Missile DATCOM. Normal force errors of 
the AP93 are less than 5 percent at all conditions, 
whereas errors of the AP81 and Missile DATCOM are 
as high as 40 and 50 percent, respectively. The 
fundamental reason for the AP93 success is the 
nonlinear wing-alone normal force and interference 
factor methodology. At CY = 30°, the body-dorsal 
and dorsal-body contributes about 2/3 of the total 
configuration normal force. 
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Empirical 

TABLE 6-2. AP93 METHODS FOR WING-ALONE AND INTERFERENCE AERODYNAMICS 

Linear Theory Sock Expansion SE plus MNT 
plus M!NT (SE) plus MNT for Real Gases 

ComponentlMach 
Number Region 

Wave Drag 

None Present 

I Skin Friction Drag 

SE plus MNT 
for Real Gases 

Edge Separation 

ComponentIMach Subsonic Transonic Low Supersonic High Supersonic 
Number Region M, < 0.8 0.8 5 M, < 1.2 1.2 5 PA, S 2.4 2.4 < M, 5 6 . 0  

Body Base Pressure 
Caused by Tail Fins 

Hypersonic 
M,>6,0 

Inviscid Lift and Pitching 
Moment 
.Linear 
.Nonlinear 

Body Alone 

Wing and Interference 
Roll Damping Moment 

Wing Magnus Moment 

Wing and Interference 
Pitch Damping 
Moment 

I 

Empirical 

Theory Theory 
Lifting Empirical 
Surface 
Theory 

Assum'ed Zero 

Theory Theory 
Lifting Empirical 
Surface 
Theory 

Wing-Body, Body-Wing 
Interference 
.Linear 
.Nonlinear 

Wing-Body Interference 
due to 6 
.Linear 
.Nonlinear 

I 

I Wing Tail Interference 
I 

Aeroheating 

Subsonic Transonic 0.8 Low Supersonic High Supersonic Hypersonic 
M , < 0 . 8  < M , < 1 . 2  1 . 2 S M - S  2 . 4 < M , S 6 . 0  I I 2.4 1 1 M m > 6 ' 0  

I I I Alone Strim I Along Strim 

Van Driest I1 

iEmpirical 

Imprclved Empirical 

Empirical 3DTWT 3DTWT or SE 
Empirical Empirical Empirical 

Slender-Body Theory or Linear Theory Modified for Short Afterbodies 
Ehpirical 

TABLE 6-3. AP93 METHODS FOR DYNAMIC DERIVATIVES 
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0.0 -. -- 

10.67 20.67 
TANG E NT-0 G IVE I I 

22.67 24.67 

FIGURE 6-1A. BODY-DORSAL-TAIL CONFIGURATION USED FOR 
COMPARING ZEUS, IAP, AND OAP COMPUTATIONS 

Mach=4.5 

0 5 10 15 20 25 30 
Angle of Attack (deg) 

Mach=4.5 

Angle of Attack (deg) 

Mach= 10.0 

Angle of Attack (deg) 

Mach= 10.0 

Angle of Attack (deg) 
FIGURE 6-1B. COMPARISON OF PRESENT NORMAL FORCE COEFFICIENT AND CENTER OF 

PRESSURE COMPUTATIONS WITH THE ZEUS CODE FOR THE DORSAL-BODY-TAIL 
CONFIGURATION OF FIGURE 6-2A. 
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y/ 30" 11.880 

13.454- - 1.700 240 
15.350 * 

80 
I + 

0.250 + e 

I 
DO 

CONFIGURATION TESTED IN WIND TUNNEL (FROM 
REFERENCE 29 WHERE DIMENSIONS ARE IN INCHES) 

4 I-- 0.26 

3 0 0  

7 . 7 5 0  
- 

1.62 4 

MODIFIED CONFIGURATION USED IN AEROPREDICTION COMPUTATIONS 

PARAMETERSFOR BOTH MODELS 

(ARh = 4.0 bt = 3.76 in. h ~ =  .16 (A LE IT = 24" AT= 3.54 in.2 

(AR)D = .12 bD= 1.32 in. AD = .77 (ALE), = 60" AD = 14.2 in.2 

FIGURE 6-2A. CONFIGURATION USED FOR COMPARISON WITH MISSILE DATCOM 
AND EXPERIMENT 
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Mach-0.1 

DORSAL-BODY-TAIL 

FIGURE 6-28. COMPARISON OF PRESENT NORMAL FORCE COEFFICIENT WITH THAT 
PREDICTED BY MISSILE DATCOM AND EXPERIMENT FOR CONFIGURATION OF FIGURE 6-2A 
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y 37.125 
STA 

3%7 1 -36.063 STA 
23.'125 

i 
STA STA STA STA 

0 3.5 12.625 17.227 57 I -36.063 
MOMENT 

REFERENCE 
CENTER 

I 
STA 
35.1 88 

DORSAL, Do TAIL, To 

SECTION A - A  SECTION B - B  

FIGURE 6-3A. DORSAL-BODY-TAIL CONFIGURAUON USED FOR COMPARING 
MISSILE 3, AP93, AND AP81 COMPUTATIONS 
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The third configuration for validation of the new 
semiempirical methodology is shown in Figure 6-3A. 
This configuration also differs substantially from the 
geometry characteristics from which the new 
semiempirical methodology was derived. The body is 
21.2 versus 12.33 calibers long with a 2-caliber Von 
Karman versus a 3-caliber tangent-ogive nose. The 
dorsals and tail surfaces have aspect ratios of 0.36 and 
2.14, respectively, both at the outer edge of the data 
base. 

Wind tunnel data exist for both the body-tail and body- 
dorsal-tail configuration for Mach numbers of 2.3 to 
4.6  and at several roll  orientation^.^^ Comparisons are 
made at 4 = 0” roll and at Mach numbers of 2.3 and 
4.6 for both the body-tail and body-dorsal-tail 
configurations. Results of these comparisons are shown 
in Figure 6-3B for the body-tail and Figure 6-3C for the 
body-dorsal-tail. The AP93 results are within the 
expected accuracy bounds on normal force, center of 
pressure, and pitching moment. While AP81 results are 
not shown for clarity, significant improvements in 
normal force for both body-tail and body-dorsal-tail 
configurations occur with less significant improvements 
in center of pressure. As noted in the comparisons, the 
AP93 is slightly superior to Missile 3” for most 
pitching moments and the two codes (AP93 and Missile 
3) are about equal in normal force prediction. 

A fourth case considered is the canard-body-tail case 
shown in Figure 6-4A.58 The configuration is 
somewhat of an extreme case for the body-alone 
aerodynamics because it is a hundred percent blunt and 
is about 22.3 calibers long. The configuration tested in 
the wind tunnel has hangers attached to the body for 
aircraft carry and launch. However, tests were 
conducted with and without the hangers, and the results 
showed that C, and C, were unchanged but CA was 
increased with the hangers present. The AP93 and 
AP8 1 theoretical computations are compared to the 
corrected data of Groves and Fo~rnier , ’~ where the 
hangers have been omitted. Results are given in 
Figures 6-4B through 6-41 for Mach numbers of 0.8,  
2.86, and 4.63 and at canard deflections of 0, 10, and 
20 deg. Examining Figures 6-4B through 6-41, it is 
shown that AP93 gives good agreement with 
experimexal data under almost all conditions. 
Significant improvements of the AP93 over the AP81 
are seen at the lower Mach numbers and at the higher 
Mach number, higher angle-of-attack conditions. 

In analyzing why this improvement occurs at those 
conditions, it is noted that the aspect ‘ratio of the tail 
surfaces of the configuration of Figure 6-4A is about 
0.87 and that of the canard is about 1.7. Examining 
Tables 6-2 and 6-3, the nonlinearity in wing-alone lift is 
small for Mach numbers greater than about 1.5. As 
normal Mach number increases, [M, sin (a! + A)] and 
Mach numbers exceed about 3.5 to 4.0,  nonlinearity 
due to compressibility becomes important. As long as 
the aerodynamics are fairly linear, the AP81 gives good 

results up to moderate angles of attack. However, 
when nonlinearities are present, the AP93 shows 
significant improvement. This improvement is the 
greatest on the Figure 6-4A configuration at low Mach 
number because the nonlinear normal-force term on the 
canards is negative, whereas that of the tails is positive. 
The combination produces a strong couple in terms of 
the pitching moment as evidenced by Figures 6-4A 
through 6-41. A good nonlinear capability, such as that 
present in the AP93, is absolutely essential to get 
accurate stability and control information for these 
cases. Just examining Figure 6-4B, the center of 
pressure of the AP81 at a! = 20 deg differs from the 
experimental data by -9.4 percent of the body length 
versus 1.3 percent for the AP93. 

A fifth case considered in the validation of the AP93 
code is a configuration representative of the SPARROW 
missile tested at NASA/LRC.s3. 59 The configuration 
tested and reported by Monta is shown in Figure 6- 
5A.59 The configuration tested by McKinney is just 
like the one tested by Monta, except it had wiring 
tunnels and wave guides present.53 These appendages 
add to the normal force and pitching moment, but were 
not accounted for in the analytical computations that are 
presented in Figure 6-5. The Monta configuration did 
not have these appendages present and was the main set 
of data used for the nonlinear empirical model 
validation. These results are distinguished in Figure 6- 
5 by the fact that the cases that had wave guides present 
are indicated. 

Results of the AP81 and AP93, compared to the 
experiment for the configuration of Figure 6-5A, are 
shown in Figure 6-5B through 6-5G. Results are 
presented in terms of C, and C, versus angle of attack 
for various control deflections and Mach numbers. The 
nonlinear models with and without control deflection 
show the AP93 code agreeing much closer to the data at 
all Mach numbers than the linearized approaches of 
AP81. On the other hand, the fact that the body-alone 
normal force of AP8 1 had the nonlinearities included 
makes the comparisons to experimental data better than 
it would be otherwise. 

In examing Figure 6-5B, it is seen that both C, and C, 
of AP93 agree with the experiment at 6 =  0 and 6 = 10 
deg for M, = 1.5 whereas, C, and C, of the AP81 
are both considerably in error as angle of attack 
increases above 5 to 10 deg. For M, = 2.35 (Figure 
6-5C), both C, and C, of AP 93 at 6 =  0 and 20 deg 
agree with the data. Again, AP81 yields considerable 
error at a! 2 10 deg, although the error is decreasing 
with increasing Mach number. For M, = 3.95 
(Figure 6-32), AP81 gives acceptable results for C, 
and C, up to a!= 15 to 20 deg and at both 6 = 0 or 
20 deg. The comparison with data gets worse above 
a!= 20 deg, whereai AP93 comparisons show good 
agreement at all values of a! and 6. The same 
statements basically hold true for the M, = 4 .6  
comparisons (Figure 6-5C). 
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STA 0.00 STA 20.41 STA 37.1 1 

-5.91 - - 
-7.06 - 

FIGURE 6-4A. CANARD-BODY-TAIL CONFIGURATION USED IN VALIDATION PROCESSs 
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FIGURE 6-4B. NORMAL- AND AXIAL-FORCE 
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(M, = 2.86, 6 = 0') 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4C. NORMAL- AND AXIAL-FORCE 
AND PITCHING MOMENT COEFFICIENTS FOR 

(M, = 4.63, 6 = 0') 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4D. NORMAL- AND AXIAL-FORCE 
AND PITCHING MOMENT COEFFICIENTS FOR 

(M, = 0.8,  6 = 10') 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4E. NORMAL- AND AXIAL-FORCE 
AND F'ITCHING MOMENT COEFFICIENTS FOR 

(M, = 2.86, 6 = 10') 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4F. NORMAL- AND AXIAL-FORCE 
AND PITCHING MOMENT COEFFICIENTS FOR 

(M, = 4.63, 6 = 10') 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4G. NORMAL- AND AXIAL-FORCE 
AND PITCHING MOMENT COEFFICIENTS FOR 

(M, = 0.8, 6 = 20") 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-4H. NORMAL- AND AXIAL-FORCE 
AND PITCHING MOMENT COEFFICIENTS FOR 

(M, = 2.86, 6 = 20") 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-41. NORMAL- AND AXIAL-FORCE 
AND ]?ITCHING MOMENT COEFFICIENTS FOR 

(M, = 4.63, 6 = 20") 
CONFIGURATION OF FIGURE 6-4A 
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FIGURE 6-5A. AIR-TO-AIR MISSILE CONFIGURATION USED IN VALIDATION PROCESS42*43 
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Figures 6-5F and 6-5G show the comparisons of AP81 
and AP93 to the McKinney data," which is the same 
configuration as that of Figure 6-5A, except that wave 
guides and wiring tunnels were attached to the wind 
tunnel model. As already mentioned, no account was 
taken for these appendages in the analytical 
computations. Note that AP93 agrees much more with 
the data than AP81 for both M, = 2.3 and 4.6 at all 
values of 6. In comparing the wind tunnel data for the 
cases with and without appendages, it can be seen that 
the appendages add only a few percent to the 
aerodynamics. 

A sixth and final case used in the validation and 
development of the nonlinear aerodynamics model is 
shown in Figure 6-6A. Note that in Figure 6-6A, two 
configurations were actually tested, one that had a full- 
tail surface and a second that had a partial cutout 
removed.54 The AP93 will not handle the partial-wing 
configuration as it stands, so an engineering model of 
this wing must be created. Experience has shown that 
the lifting surface area, aspect ratio, span, leading edge 
sweep angle, and centroid of'the presented area, must 
be held constant. The chord is varied so as to meet 
these constraints. Hence, the configuration that 
represents the partial-wing results is the body canard of 
Figure 6-6A, plus the AP93 representation of the partial 
tail shown in the lower right of Figure 6-6A. 

Figures 6-6B through 6-6D present comparisons of 
AP93 with wind tunnel test data. Data were only 
available at M, = 0.2; however, this complements the 
previous data set for the SPARROW missile in the 
sense that no subsonic data were available for that case. 
Full-tail and partial-tail results are denoted on the 
figure. Some results were available from Reference 54 
for the Missile Datcom.@ These results are also shown 
where available. 
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0 to 30", the reduction in errors of AP93 over AP81 is 
significant. While no equivalent systematic comparison 
with other SOTA codes has been made, the AP93 was 
superior to other engineering codes at most conditions 
where comparisons were made. 

I 
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As seen in the figure, the AP93 gives improved results 
for pitching moment and normal force for most 
conditions, compared to the Missile Datcom. While 
center of pressure is not shown, the AP93 computations 
are generally within the goal of f 4 percent of the 
body length. For example, at CY = 30 deg, 6 = -20 
deg, qp for the data, AP93 and Missile Datcom are 
5.39, 4.91, and 3.75 calibers, respectively, with respect 
to the moment reference point. This represents errors 
of 2.1 and 7.3 percent of the body length, respectively, 
for the AP93 and Missile Datcom codes. 

Many other cases have also been considered in the 
validation of the new AP93 code.'. 47 In general, it has 
been found that, on average, the AP93 code has 
reduced the normal force and center of pressure errors 
of the AP81 code by half, and reduced the axial force 
errors by about twenty-five percent. There are cases 
where AP81 actually does better than AP93. However, 
these are quite rare, and in averaging several hundred 
data points for various configurations, at various Mach 
numbers and, at 5" increments in angle of attack from 
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LATERAL JET CONTROL FOR TACTICAL MISSILES 
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1. INTRODUCTION 
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Control systems of some missiles currently under 
development show a noticeable evolution when 
compared with those of previous generations. They 
comply with the evolution of the increasingly rapid, 
agile, stealthy and hardened threat, and with the 
reorientation of its conditions of use. 

In this intricate context, standard aerodynamic pilot can 
be insufficient, particularly due to poor response time 
and decreasing effectiveness at low dynamic pressure. 

Consequently it can prove necessary to replace standard 
aerodynamic control system or, as the case may be, to 
associate it with pyrotechnical devices which have high 
performance characteristics due to their rapidity of 
action and whose effectiveness is independent of flight 
conditions. Missiles equipped with such systems are 
conferred agility and accuracy which cannot be 
obtained otherwise. In addition, they show new 
possibilities of use such as the capability of firing in 
confined space or vertically. 

The aim of this paper is to give a survey of lateral jets 
as control system of tactical missiles. The paper is 
devided into four parts. 

The first part gives a brief analysis of new control 
requirements pertaining to tactical missiles, presents the 
advantages of lateral jet control and describes two types 
of applications for missiles designed and developped by 
AEROSPATIALE-MISSILES. The first example 
relates to the ground/surface-to-air missile ASTER 
which has anti-missile capability, the second example 
concerns the anti-tank missile ERYX. 

The second part presents in detail the 
phenomenological aspects of lateral jets and the 
influence of various flow parameters and missile 
geometry on control system performance. 

The third part describes some wind-tunnel testing 
problems. 

The fourth and last part is dedicated to computation for 
valuation and understanding of the aerodynamic 
interalztions. 

2. EVOLUTION OF REQUIREMENTS IN THE 
TACTICAL MISSILE CONTROL DOMAIN 

Requirements relative to control system performance of 
modern tactical missiles are increasingly strict. A brief 
analysis of some aspects of the anti-tank warfare and 
the air defence warfare permits to precise these 
requirements and their origins. 

In the anti-tank warfare domain, the growing 
urbanization of industrial countries and the increase of 
the guerilla warfare threat is leading to the search for 
a man portable weapon, capable of confined space 
firing ,and high accuracy at short range firing level. 
Obviously, missile launch will have to be performed at 
very low speed so as to protect the gunner during 
confined space firings. 

Consequently, the missile control system capable of 
such a mission will have to be effective at low speed 
(confined space firing), be provided with a good 
manoeuvring capability (effectiveness against moving 
targets) and with a very short response time 
(particularly, short-range accuracy). 

The analysis of air defense combat reinforces these 
trends. Thus, future air-to-air missiles will have to be 
lightweight. Indeed, this type of missiles will have to 
be carried by the same aircraft in sufficient numbers so 
as to counter saturating attacks. Consequently, these 
missiles will have to be fitted with a lightweight 
warhead and, in return, be very accurate even at high 
altitude and low firing range (dogfight). 

Presented at an AGARD Special Course on 'Missile Aerodynamics', June 1994. 
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Thus the control system of these missiles will have to 
combine extremely short response time with a high 
manoeuvring capability which can be set into operation 
in extreme dynamic pressure conditions (low speed, 
high altitude). 

, 

I Within the framework of ground/surface to air warfare, 
it is necessary to take into consideration, besides the 
saturating attack threat, risks of late unmasking of 
stealthy targets. Such targets, taking advantage of 
terrain camouflage, can, in addition, be supported by 
countermeasures designed to delay their detection. A 
procedure such as vertical firing is an adequate 
response allowing all-directional defense within a 
minimum period of time, and permitting, thanks to 
trajectory shaping, a diving trajectory sheltered from 
protection jammers. The missile control system will 
have to control this trajectory from zero velocity, in 
particular in the case of a launch from a moving 
platform (ship for example). 

Furthermore, the targets of a ground-to-air missile can 
also be missiles. Given the velocity and the 
manoeuvring capability of such targets, anti-missile 
missiles will also have to be capable of a very short 
response time (some tenths of milliseconds as a 
maximum) and a very high manoeuvring capability so 
as to destroy their target with a conventionnal warhead. 

In short, for many reasons, control systems of future 
tactical missiles must, at various degrees, according to 
the type of interception, be provided with the followi'ng 
capabilities: 

- a very short response time (of approximately a tenth 
of milliseconds in the extreme case of anti-missile 
warfare); 

- high manoeuvrability, perhaps in the order of 50 g or 
more for certain applications; 

- significant effectiveness at very low speed level and 
high altitude, i.e. at low dynamic pressure. 

3. STANDARD AERODYNAMIC CONTROL 
LIMITATIONS 

To execute a lateral acceleration order, standard 
aerodynamic control generates a moment through fins. 
This moment transmits an angular movement to the 
missile, which generates an aerodynamic angle of 
attack and, as a result, an aerodynamic lift allowing to 
make the required manoeuvre. 

Figure 3.1 shows this process in the case of a standard 
missile fitted with tail control surfaces. 

Schematically, the aerodynamic control takes from the 
missile kinetic energy the energy necessary for 
modifying the trajectory curvature. Consequently, the 

system is relatively light and quite easy to set into 
operation. However, it has the following main 
limitations: 

- limitation in response time due to the delay between 
the order and execution, a delay linked to the 
parameters which rule the angular movement 
necessary for generating lateral acceleration (missile 
inertial moment, aerodynamic damping moment,. . . .) 
independently of the type of fins used. Typically, 
the time constant of an aerodynamic pilot can range, 
as a function of altitude, from one tenth to some 
tenths of second, 

- limitation in manoeuvrability when the dynamic 
pressure (p  Vz) is low, i.e. when the missile velocity 
is low (at launch for instance) or when the altitude 
is high. 

As a result, aerodynamic control systems do not 
comply with requirements as listed $2. Consequently, 
when the mission concerns difficult targets or unusual 
condition of use, such system will have to be 
completed, or to be replaced, by an other system such 
as pyrotechnical devices. 

4. PYROTECHNICAL SYSTEM CONTROL 

Moments and forces necessary for missile control can 
be generated, partially or totaly , using pyrotechnical 
devices such as thrusters or thrust deflectors. It is 
obvious that forces generated by such devices are not 
affected by missile velocity or air density. In addition, 
it is possible to generate or deflect such forces with 
extremely low delays ranging from some milliseconds 
to about ten milliseconds, according to the size and the 
type of the system used. Consequently, these systems 
can perfectly replace aerodynamic system control, or 
can be complementary. 

They can be used either as "moment generators" or 
"force generators". Combined modes can be of interest 
as well as associations with a standard aerodynamic 
pilot in order to benefit from advantages specific to 
each of them. 

4.1. Pyrotechnical moment control 

In this type of control, the pyrotechnical system 
generates a force whose point of application is far from 
the center of gravity. Consequently, this type of control 
is similar to standard aerodynamic control but, as a 
major advantage, is effective even at low dynamic 
pressure. 

The new US surface-to-air missile ERINT (figure 4.1) 
is an example of missile using such a control system, 
with a battery of 180 thrusters located in the forepart 
of the body. 
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4.2. Direct thrust vector control: PIF (french 
acronym for PIlotage en Force) [1,2] 

Direct thrust vector control consists in directly 
generating lateral acceleration thanks to a propulsion 
force applied to the missile center of gravity. 

Among systems which can be planned for this type of 
control, let us quote missiles equipped with a thruster 
battery (figure 4.2) or with a gas generator associated 
with a switching unit (figure 4.3). 

In the first case, typically adapted to a rolling missile, 
thrusters are ignited when the propulsion force they 
generate has the required roll orientation. The response 
time is equal to the thruster ignition time (some ms) 
increased by the time necessary for obtaining the 
required orientation (as a function of rotation velocity 
and number of non-consummed thrusters). 

In the second case, gases are supplied by two 
semi-boosters whose simultaneous combustion ensures 
gravity center invariancy . A switching unit directs 
gases to nozzles located in one of the two diametrically 
opposed directions. In this case, the force establishment 
response time is reduced to the switching unit response 
time, for example, ten milliseconds. 

It can be noted that, in the two above cases, it is 
advisable to slightly direct the propulsion jets rearwise 
which will contribute to sustain the missile velocity. 

Advantages of direct thrust vector control (PIF) 

Applications of direct thrust vector control used as the 
only control means are limited to missile whose flight 
time is short, due to problems of propellant 
consumption and, consequently, of gas generator 
weight and dimensions. As a result, it is in principle 
well suited to anti-tank or very short range 
surface-to-air missions. 

4.3. PIF-PAF control (PAF: french acronym for 
Pilotage ACrodynamique Fort) [1,2] 

The advantage of PIF control is displayed when PAF 
control has reached its limits (response time, 
manoeuvrability with low-dynamic pressure). If these 
two types of control are combined, we benefit from 
their respective advantages. 

Advantages of PIF-PAF control 

The main upgradings conferred by this type of control 
are the following: 
- high manoeuvrability, since the missile benefits from 

the PIF in addition to the aerodynamic load factor. 
We can particularly appreciate the advantage of this 
characteristic at high altitude, associated with that of 
a rapid response for the interception of some types of 

ballistic missiles (in the endoatmospheric domain); the 
very high ' relative velocity upon interception, 
combined with short homing ranges, requires rapidity 
and manoeuvrability capabilities which can be 
provided by the PIF-PAF control system; 

- hoining stability advantage thanks to load factor 
obtained with very limited pitch movement; 

, 
- finally and, above all, an extremely short response I 

time allowing to obtain missdistances compatible 
with the hard kill of attackers making high 
penetrating manoeuvres. 

5. LATERAL JET CONTROL APPLICATIONS 

5.1. Surface-to-air weapon system ASTER 

The principle of PIF-PAF control is applied to the 
surface-to-air missile ASTER which will be assigned 
difficult missions such as the interception of rapid 
missiles (Mach > 2) manoeuvring under high load 
factor in intense countermeasure conditions. In 
addition, the threat can be omnidirectional (figure 5.1). 

This niissile is based on a two-stage design which 
includes (figure 5.2): 

I 

- a terminal dart, called ASTER which is light and 
highly agile owing to the PIF-PAF control system, 

- a jettisonable booster whose acceleration level and 
oper.ating time depend on the assigned mission. 

It is fired vertically so as to ensure omnidirectional 

During the accelerated phase, the trajectory is shaped 
so as to enable the missile to meet short-range 
requirements. At the beginning of the acceleration 
phase, shaping is controlled by thrust deflection (acting 
as a moment control system). 

coverage with an extremely short response time. I 

During ithe terminal phase, an active seeker homes the 
missile itowards the target. In the late homing phase, 
the PII; system assists an highly manoeuvring 
aerodynamic pilot. Thanks to this association, all types 
of targets can be intercepted. 

The PIF control is performed using a device fitted with 

opposite directions in two orthogonal planes (the 
missile is roll-stabilized). A clever switching unit 
command allows to obtain the required orientation of 
the lateral propulsion force. 

4 nozzles which are set two by two in diametricaly ~ 

A tricky problem is the interaction between lateral jets 
and missile aerodynamics which will be described in 
detail in chapter 6 .  
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5.2. Anti-tank weapon system ERYX 

ERYX is a short range anti-tank weapon system (50 lto 
600 meter-range) which complies with strict 
requirements: 

- high terminal effectiveness; 
- high hit probability, at any distances, of “pop up” and 

- confined space firing; 
- one-man portable missile and shoulder-firing 

- low cost, compatible with large-scale distribution. 

There is no standard solution to the problem raised. 
Indeed, confined space firing implies, for the gunner’s 
safety, a launch at very low speed. However and in an 
antinomic way, accurate guidance against targets 
moving at short range requires, from launch phase, a 
high manoeuvring capability and a very low response 
time of the missile. 

moving targets; 

capability; 

Such requirements are not compatible with the use of 
a standard aerodynamic control system. In order to 
solve this problem AEROSPATIALE has designed the 
ERYX missile which is fitted with a direct thrust vector 
control system (PIF system). 

The missile layout is shown in figure 5.3. We will 
notice the original layout of the missile which is fitted 
with a booster housed in the front section, a PIF device 
at the center of gravity and a powerful warhead in the 
rear section. 

This layout is favorable to control effectiveness and to 
warhead effectiveness whose stand off is thus 
optimized. 

A tricky problem is the interaction between lateral jets 
and missile aerodynamics which will be described in 
detail in 56. 

The missile is ejected from its launching tube at 
approximately 18 rn/s. This low speed allows confined 
space firing and is totally safe for the gunner as shown 
on figure 5.4. 

6. DESCRIPTION OF THE AERODYNAMIC 
INTERFERENCE 

6.1. Background 

The flowfield associated with the interaction of a sonic 
or supersonic gaseous jet with a transverse external 
flow is very complex. 

Literature on the subject is very abundant. In particular 
synthesis works of SPAID and CASSEL [3] and 
MARGASON [4] can be mentioned. 

Description of the aerodynamic interference will be 
presented, based largely on results of ONERA 
experiments, jets from flat-plate or from bodies of 
revolution. These experiments include flow 
visualization, static pressure distribution, flowfield 
survey and induced force results. 

Some of the important features of the flowfield created 
by a jet interacting with an external crossflow are 
illustrated in figure 6.1. 

We can distinguish two types of interaction: 
- the local interactions, in the neighbourhood of the 

nozzle; they are due to the fact that the jet plume 
presents an obstacle to the external flow, and it 
causes modifications of the pressure distributions 
over the surface around the jet exit, 

- the downstream interactions, in the far wake; they 
come from the vortex structure of the jet wake, 
which can have significant effects when lifting 
surfaces are located downstream of jet controls. 

6.2. Local interactions 

6.2.1. Jets in supersonic external flow 

6.2.1.1. General description 

The interaction between an axisymmetric 
underexpanded jet and flow over a body from which 
the jet exhausts is illustrated in figure 6.2. For these 
ONERA experiments, the jet exhausts from a 
supersonic nozzle, canted downstream, and the 
boundary layer approaching the jet is turbulent. 

As shown in figure 6.2, the jet plume presents as an 
obstacle to the external flow, which causes, in 
supersonic flow, a strong shock and a separation of the 
boundary layer upstream of the jet. As a result of high 
pressure levels downstream of the shock, the jet is 
turned in the direction of the axial flow (figure 6.3). 
The shock structure is highly three dimensional, 
bounded by a 3D mixing layer as it can be seen from 
the oilflow visualization (figure 6.2). Downstream, the 
mixing layer surrounds the plume and reattaches to the 
body with a secondary shock whose trace is evident in 
the oilflow pattern. 

In the jet, near the nozzle exit, another shock structure 
appears; this shock, referred to as the Mach disk, is 
commonly encountered in highly underexpanded 
axisymmetric jets exhausting into still air. Here, as the 
jet plume is transverse to a supersonic external flow, 
the Mach disk is also turned in the downstream 
direction. 

From recent ONERA experiments, JACQUIN [5] 
underlined that strong instabilities expand in the jet 
mixing layer. This can be seen from the schlieren 
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photograph in figure 6.4,  obtained with very short 
"time exposure". We can see that these turbulent 
structures appear mainly in the region upstream and 
above the jet. This is related to a benefit effect of the 
jet curvature for the development of centrifugal 
instabilities. Consequently, acoustic waves can be 
observed between the jet and the bow shock, whose 
shape is not so smooth as one could expect. It seems 
that these waves come from the region just upstream of 
the nozzle exit. The comparison between the two 
photographies of the figure 6.4, show that for a warm 
jet, the acoustic waves are more intense, which is in 
accordance with the fact that in this case the convective 
velocities in the jet mixing layer are much higher. 

6.2.1.2. Bow shock 

In the analysis of jet-induced aerodynamic interference, 
most of the shock shape predictions are made using the 
analogy with the detached shock of a blunt body [6] 
(figure 6.5). 

Nevertheless, it is very difficult with such models to 
take into account all the flow parameters. 

From schlieren visualizations made for different flow 
conditions (fig. 6.6) we observe that the distance 
between the bow shock and the nozzle exit increases 
when the jet pressure increases, when the external 
Mach number decreases or when the jet exit Mach 
number decreases. 

In the same way, the separated zone just ahead of the 
bow shock grows when the jet pressure increases. 

6.2.1.3. Mach disk location 

As mentioned in [8], the knowledge of the position of 
the Mach disk is very important for the prediction of 
the jet trajectory. This position is generally determined 
from schlieren visualisations, and from such 
measurements BILLIG [7] has proposed correlations 
for the Mach disk location. As shown in figure 6.7,  
these correlations agree quite well with ONERA 
experiments. 

6.2.1.4. Pressure distributions 

A typical induced pressure distribution near the jet is 
shown in figure 6.8.  Here the supersonic jet exhausts 
from a flat plate into a Mach 2 external flow. 
Upstream of the nozzle exit, the jet bow shock and 
separation shock induce high pressures. Downstream, 
we first observe a low pressure region which 
corresponds to a separated (recirculation) zone under 
the jet; then the pressure increases up to an 
overpressure, due to a reattachment shock. 

A jet pressure ratio effect is presented in figure 6.9.  
When the pressure ratio increases, the obstruction 

produced by the jet increases, and consequently the 
different zones, of high pressure and low pressure, are 
larger, whereas the pressure levels are quite similar, 
except for the lowest pressure ratio, for which the jet 
is overexpanded rather than underexpanded. 

The influence of the jet exit Mach number is shown in 
figure 6.10, for flow conditions corresponding to the 
same jet momentum flux (or approximatively the same 
thrust). The sonic jet, which is highly underexpanded, 
produces relatively larger disturbances than the 
supersonic jets. 

Figure 6.11 presents results obtained at different 
external Mach numbers. This effect is more difficult to 
analyse because it depends on the various possible 
choices for the flow parameters. For a constant 
momeintum flux ratio (pj y Mj2/p, y MO2) we observe 
that when the Mach number MO decreases, first the 
bow shock moves upstream, and secondly that the 
pressure levels are more important (lower pressure in 
the recirculation zone, higher pressure in front of the 
jet). 

The effect of inclining the thrust axis of a circular jet 
relative to the external flow direction is shown in 
figure 6.12. For these experiments, the jet was canted 
downstream, and as expected the result is that the 
disturtiances are much lower, in particular for the 
upstream boundary layer separation. An inverse effect 
will be: encountered for a jet canted upstream. 

A similar effect is observed for a rectangular cross- 
sectional shape of the nozzle in comparison to a 
circular one (figure 6.13). This can be explained by the 
fact that for the same exit area, a rectangular nozzle, 
with a streamwise orientation, is less large, and so the 
jet obstruction and the disturbances are lower. 

For practical application, the gas exhausting from the 
nozzle comes from the combustion of propellants, 
while ambient temperature air is commonly used in 
wind-tunnel test as the jet gas. The main difference 
between the two gases is that the hot jet has much 
higher velocities. Figure 6.14 shows a comparison 
between cold and hot jets, for which the nozzle exit 
pressure and the nozzle thrust were the same. The 
induced pressure distributions indicate a forward shift 
of the :separation and bow shock, but only a slight 
effect oil the downstream disturbances. 

Most of the jet interaction data available in the 
literatwe are obtained from experiments with flat plate. 
For miasile applications, the jet issues from a body of 
revolution, which is often at non-zero incidence, that is 
to say that the external flow is non-uniform. Moreover, 
an effect of the local radius of curvature of the surface 
near the nozzle could be expected. 

The results presented figure 6.15 show that in both 
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cases the flowfield structure is very similar, in 
particular for the pressure distribution. Only a slight 
effect of the body incidence is discernible. 

6.2.2. Jets in subsonic external flow 

6.2.2.1.  General description 

In a subsonic crossflow, the general behavior of the 
flow structure is similar to that in supersonic cross- 
flow, except that there is no bow shock and no 
separated shock ahead of the nozzle exit. However, for 
underexpanded jets, internal shock (Mach disk) are 
always present (figure 6.16). 

For subsonic Mach numbers, the dynamic pressure of 
the external flow is much smaller; as a result, the jet is 
less turned in the direction of the axial flow than it was 
in supersonic crossflow, and its penetration is better. 

Moreover, for a very low speed external flow, the only 
mecanism responsible for the deflection of the jet is the 
entrainment associated with the turbulence in the 
mixing layer. 

6.2.2.2.  Pressure distributions 

Induced pressure distributions near a supersonic jet 
exhausting from a body of revolution into a Mach 0.5 
external flow are shown in figure 6.17. 

We observe the same tendencies as before: 
- a region of high pressure, upstream, due to the jet 

- a region of low pressure downstream; 
- higher disturbances when the jet pressure ratio 

obstruction; 

increases. 

An effect of the external Mach number is presented in 
figure 6.18 for a fixe jet pressure ratio. When the 
Mach number decreases, the dynamic pressure of the 
external flow is smaller and smaller, and consequently 
jet entrainment effect is higher and higher. 

Therefore, the overpressure level, upstream of the jet 
decreases, and when the external flow velocity is very 
low (MO < 0.3) the entrainment effect tends to induce 
negative pressure coefficients all around the nozzle 
exit. 

Downstream, the pressures are always very low, in 
particular at MO = 0.1 for which low levels are 
encountered far downstream. 

6.3. Downstream interactions 

6.3.1. Description 

From visualisations and flowfield surveys, the structure 
of the wake associated with a crossflow jet can be 

sketched as shown in fig. 6.19. 

All along its turning process, the jet itself disappears 
quickly, and the main identifiable structure in the far 
wake is a set of contrarotating vortices. Nevertheless 
we can also distinguish secondary vortices close to the 
wall; this horseshoe vortex is due to the adverse 
pressure gradient just ahead of the jet, which causes the 
boundaj layer to roll up. 

An example of flow-field measurements obtained at 
ONERA [5 ]  is presented in figure 6.20. The data were 
obtained for a Mach 2 underexpanded hot jet (Tij/Tio = 
3) in a Mach 2 crossflow, and for a momentum flux 
ratio pjVj2/poVo2 of 10. 

Vector plots of the in-plane velocities, total temperature 
contours, vorticity contours, turbulence level contours, 
and total pressure contours are presented for different 
cross-section downstream of the nozzle exit. 

From these measurements, the different distinguishable 
features of a jet exhausting into a crossflow are 
underlined: 

- figure 6.20b shows large upwash velocities in the 
symmetry plane, in particular for the most upstream 
cross-section; these are due to the combined effect 
of the jet entrainment and vortices; this figure also 
shows that, downstream, the flowfield is dominated 
by a vortex pair, 

- although there is not a clearly defined boundary 
between the jet and the freestream, the temperature 
contours (figure 6 .20~)  show the kidney shape of the 
jet, which is evidence of the presence of lateral 
vortices, which transport mainstream fluid into the 
jet, 

- these main vortices are clearly indentified by the 
vorticity contours in figure 6.20d; a horseshoe 
vortex can also be seen, close to the wall (x/Dj = 
10); the main vortices seems to come from the jet 
itself, although a third vortex system is also apparent 
in the jet, just above the previous one at x/Dj = 5; 
these last vortices could be the vestiges of the free 
jet ring vortices which evolve from the boundary 
layer of the nozzle; the origin of this vortex system 
will be discussed deeply in section 6.3.2, 

- the turbulence levels ( u ’ ~  + v ’ ~  + W ’ ~ ) ’ ~ / V ~ ,  
measured using laser velocimeter, are very high in 
the vicinity of the main vortices (fig. 6.20e) and 
much higher than for classical shear layer; they are 
the reflect of a strong mixing between the jet and 
the mainstream, 

- the characteristics of the jet decay, which can be 
seen from the temperature measurements (fig. 
6.20c), are again cleary visible from the total 



pressure contours in figure 6.20f ; under the jet, a 
low pressure region is also visible, between the two 
main vortices, 

- from these measurements, different trajectories can 

. the jet trajectory, which corresponds to the 
location of the maximum of total pressure or total 
temperature; 

. the vortices trajectory, which corresponds to the 
maximum of vorticity. 

be characterised (figure 6.21): 

When a jet exhausts from a body of revolution at zero 
incidence, the wake structure is very similar to the one 
from a flat plate (figure 6.22). For a positive 
incidence, the jet being located on the windward side 
of the body, we observe that the jet trajectory is closer 
to the body and the body vortices on the leeward side 
are slightly affected. For a negative incidence, these 
body vortices are virtually cancelled and only the jet 
vortices are visible, but altered, in comparison to those 
at zero incidence. 

For missile applications, the main problem associated 
with jet control is that the vortex structure of the jet 
can have significant effects on lifting surfaces located 
downstream of the nozzle. 

An example of such interactions is presented in figure 
6.23 for panel forces measured with or without the 
presence of a jet. As it can be seen, the induced lift is 
negative; this is due to the velocities induced by the 
vortices on the wing, but also to the low dynamic 
pressure encountered in the jet wake. 

For a windward location of the nozzle, we can also 
note that the interactions increase when the body 
incidence increases, because the jet plume is swept 
accross the body. 

Moreover, during a manoeuver, if the jet is not located 
in the pitch plane, large rolling moment can be induced 
on the missile, as shown in figure 6.24. 

6.3.2 - Origine of the vortices 

The origin of the main vortices has been the subject of 
many investigations for the last years, but an improved 
understanding has not been well established. 

On the basis of the analogy with the flow structure on 
a solid circular cylinder in crossflow, some authors 
suggest that the vortices come from the recirculation 
zone behind the jet. 

In fact, from a recent analysis, JACQUIN [8] suggests 
that these vortices are an extension of the free jet ring 
vortices which evolve from the nozzle exit (figure 
6.25), and this assumption is corroborated by 
computational investigations using Navier-Stokes codes 
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(see for example [9]). 

This physical scheme is based on the fact that it exists 
two possible sources of vorticity in the flow (figure 
6.26): 
- vertical vorticity (U,) produced by the crossflow 

which shears the jet fluid along the lateral edges; 
- transverse vorticity (U,) coming from the boundary 

layer in the nozzle. 

For the first mechanism, the vortex strength r, is a 
function of the crossflow velocity and size of the 
nozzle:, and the contribution of I?, to the main vortices 
(r,) requires a reorientation of the vortex lines (vortex 
tilting:). Within this process, the vortex strength is 
independent of the jet velocity, whereas experimental 
results show that the strength of the main vortices 
increases when the jet momentum flux increases. 

For tht: second mechanism, JACQUIN [8] demonstrates 
that the vortex strength is a function of RZ (jet 
momentum flux ratio: R2 = pj~MjZ/po~MoZ),  which is 
in agreement with experiments (figure 6.27). 

Finally, it seems that the first mechanism is not 
sufficient to explain the presence of the main vortices, 
and that the second mechanism is the most important. 

6.3.3 - Vortex strength and location 

A lot of velocity measurements have been made for a 
jet in a subsonic crossflow, which give a good 
descrip1:ion of the vorticity properties. 

An example of such data, from FEARN and WESTON 
[22J is presented in figure 6.28. As it can be seen, the 
vortices gradually weaken each other by the diffusion 
of vorticity across the symmetry plane. 

Similar results have been obtained from ONERA tests 
for a jet issuing from a flat plate in a supersonic 
external flow. The vortex characteristics are presented 
in figures 6.29 to 6.32, in non-dimensional form for 
the maximum vorticity (umaX/(UJdj)), lateral spacing 
(d,/dj) and vortex penetration (h/dj). 

Figure 6.29 shows that the vorticity decreases all along 
the jet trajectory, as it did in the FEARN and 
WESTON experiments for incompressible flow. In the 
same way the lateral spacing increases, which 
corresponds to an increase of the vortex diffusion. 

We have seen previously that the vortex strength 
(circulation r) increases with R2 (momentum flux 
ratio). F,or the maximum vorticity in the core of the 
vorticies.. it seems from figure 6.30 that this vorticity 
is quite independent of R2, except for the lowest ratio. 

In this last figure, an effect of the external Mach 
number is also presented. As expected, when MO 
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increases the vortex penetration (h) decreases, and we 
can note that the vorticity decreases also. 

Another factor that affects the vorticity properties is the 
nozzle exit shape and jet deflection angle. The data 
presented in figure 6.31 show that for a rectangular jet, 
with a streamwise orientation, the vorticity is greater 
than for the circular jet; the lateral spacing and 
penetration of the vortices are also higher. The other 
important feature of this figure is that inclining the 
nozzle downstream increases the vorticity. 

The jet temperature effect has been investigated 
recently by JACQUIN [ 5 ] .  There is only a slight 
increase of the vorticity (figure 6.32) while the jet 
temperature increases from 300 to 900 K, at a fixed 
momentum flux ratio R2 = 10. 

When a jet exhausts from a body of revolution, which 
corresponds to a more practical application, we have 
already seen that the induced pressure distributions 
were very similar with those on a flat plate. For the 
vorticity properties, the results presented in figure 6.33 
show again a great similarity in the vortex strength and 
position. 

7. JET INTERACTION PERFORMANCE 

7.1. Definitions 

In predicting jet interaction performance, the principal 
subject of analysis is usually the aerodynamic forces 
induced by the jet. For simple configurations such as 
a flat plate or a body of revolution, they can be 
obtained by integration of the induced pressure 
distributions. For a complete missile configuration, in 
addition, we must take in account the forces induced on 
the wing and (or) the control surfaces, and the overall 
induce forces (and moments) are generally obtained by 
direct force measurements (see 9 8). 

Another common terminology used by most in 
discussing jet interaction performance is amplification 
factor. Two amplification factors are defined as: 

KF = (Fi+Fj)/Fj Force amplification factor 

K, = (Mi+Mj)/Mj Moment amplification factor 

where : 
Fi Interaction force 
Fj 
F, Nozzle vacuum thrust 
p, Freestream static pressure 
Aj Nozzle exit area 
Mi Interaction moment 
Mj Fj lj 
lj 

Nozzle delivered thrust = F,-p,Aj 

Moment arm of nozzle thrust 

For mid-body thrusters, a special definition is required 
for the moment amplification factor, since the thrust 
acts through, or near the centre of gravity (centre of 
moment) : 

K, = l+Mi/FjD 
D body diameter 

7.2. General features 

An example of induce forces obtained from ONERA 
experiments [lo] is shown in figure 7.1 for a generic 
missile configuration. The supersonic jet was 
exhausting from a location near the centre of gravity, 
and the external Mach number was 2.0. 

Under these conditions, the interaction force always act 
in opposition to the jet thrust, whereas the induced 
pitching moment is positive (nose-up for a jet located 
on the windward side of the body). 

Consequently, the force amplification factor KF is less 
than 1 (figure 7.2), that is to say the interference is 
unfavourable. On the contrary, the moment 
amplification factor K, is greater than 1. 

Some insight into this behavior can be gained by re- 
examining the results presented chapter 6 .  

As it can be seen from the pressure distribution on the 
body, figure 6.15, the high pressure region upstream of 
the nozzle gives a favourable interaction, but the region 
of low pressure, downstream, is relatively larger, so 
that the overall force induced on the body alone is 
negative, and the induced moment is positive. 

This behavior is quite different of that of a jet 
exhausting from a flat plate in supersonic flow, for 
which the force amplification factor is greater than 1 
(figure 7.3). This is due to the high pressure regions 
lying to either side of the nozzle (figure 7.4), which 
are, for a body, wrapped around it, so that the 
contribution of these regions to the normal force is 
greatly diminished relatively to a flat plate situation. 

In the same way, for aft mounted jets, the region of 
low pressure can be largely reduced and as a result the 
interaction force is generally positive and the force 
amplification factor greater than 1. 

From figure 7.1, we can also observe that the 
interaction force increases with increasing jet pressure, 
but at a smaller rate, so that the force amplification 
factor increases (figure 7.2). 

For the body + tail configuration, due to the negative 
lift induced on the tail surfaces by the jet wake (figure 
6.23), the interaction force and moment are larger. 
Moreover, when the body angle of attack increases, the 
jet wake gets closer to the tail and the interference 
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force is even more unfavourable. 

7.3. Effect of the nozzle geometry 

For a gas generator which operates at a fixed mass 
flow, the maximum nozzle thrust is generally obtained 
with a highly supersonic exit Mach number, and as the 
nozzle throat area is fixed, the nozzle exit area will be 
large. Under these conditions, the data in figure 7.5 
show that the interaction normal force and 
corresponding amplification factor are independant of 
the nozzle exit Mach number for the range investigated 
here (Mj = 2.5 to 3.5). 

On the other hand, for a given exit Mach number, 
when the nozzle dimensions increase, the interaction 
force increases also, so that the amplification factor is 
nearly constant (figure 7.6). This indicates that the 
interaction force is proportional to jet momentum, or 
nozzle thrust. We can also note that this is true for 
both configurations, body alone or with a tail, in other 
words for both the local interactions and the 
downstream interactions. 

An effect of the nozzle cant angle is presented in figure 
7.7. The results obtained show that when the nozzle is 
canted downstream, the interaction forces on a body + 
tail configuration are approximatively the same, but as 
the normal thrust (perpendicular to the body axis) is 
lower, the amplification factor decreases. On the 
contrary, a forward cant angle will certainly give an 
increase of the amplification factor, but this nozzle 
design produces also an axial component of the thrust 
equivalent to a drag for the missile. 

The influence of the shape of the nozzle exit is also 
presented in figure 7.7. As seen previously, for a 
slendered rectangular nozzle (length > width) the 
interactions are lower than those for a circular nozzle 
and this leads here to a less unfavourable interference. 
For aft mounted jets, a large slot nozzle will be 
prefered, because the larger the nozzle is, the larger 
the blocking of the upstream flowfield is, and the 
larger the favourable interaction forces will be (KF> 1). 

7.4. Influence of the external flow (Mach number, 
incidence) 

We have seen previously that in subsonic flow, when 
the external Mach number decreases the blockage 
effect of the jet plume decreases and so the 
overpressure levels upstream of the nozzle (figure 
6.18). Consequently the negative normal force induced 
on the body increases. 

In supersonic flow, when the Mach number increases, 
changes are mainly observed in the recirculation region 
where the pressure coefficient increases (figure 6.11). 
As a result the induced normal force will be less and 
less unfavourable. 

For the forces induced on the tail surfaces by the jet 
wake, we generally observe that they decrease when 
the external Mach number increases (from the subsonic 
to the supersonic regime). 

These trends give a smooth variation of the overall 
induced normal force, as presented in figure 7.8, which 
decreases when MO increases. 

In term of force amplification factor, which takes in 
account the dynamic pressure ratio between the jet and 
the external flow, the situation is quite different (figure 
7.9). For very low Mach numbers, the dynamic 
pressure tends to zero, so the K, coefficient tends to 1. 
Then, when the Mach number increases, the force 
amplification factor K, decreases, reaches a minimum 
for about Mach 2 and then increases for the highest 
Mach numbers, KF being always smaller than 1. 

Figure 7.10 presents the moment amplification factor 
for a missile which uses forward jet as a moment 
contr'ol. The trends are very similar to those observed 
previously for the force amplification factor, that is to 
say !:hat for the Mach number range considered 
(Mach > 2) the moment amplification factor increases 
with .MO. Here we can note that values greater than 1 
are obtained for the highest Mach numbers. 

The sensitivity of jet interaction to missile incidence is 
presented in figure 7.11. It can be seen that the force 
amplification factor is lower when the jet exhausts on 
the windward side (positive incidence for the case 
presented here). This is mainly caused by the 
downstream interactions on the tail control surfaces 
which are much higher when the incidence increases, 
the jel plume being swept across the afterbody. 

On the contrary, for negative incidence (jet on leeward 
side), the jet plume moves away from the tail surfaces 
and the downstream interactions decreases. Moreover, 
the local dynamic pressure of the external flow 
decreases and the local interactions around the nozzle 
are more favourable. These two effects make a large 
increase in the force amplification factor K,. 

7.5. Effect of jet gas 

Most of the wind-tunnel tests conducted for jet 
interaction studies are made using cold air as a jet gas, 
whereas in free flight it is a hot gas coming generally 
from the combustion of propellants. 

The effect of jet gaz properties on the aerodynamic 
interference has been the subject of several 
investigations [3] but the conclusions of these studies 
are no1 very clear, some data showing no discernible 
effect of jet temperature or molecular weight, while 
others indicate quite large effects. This is probably due 
to the xaling parameters which are considered for the 
comparisons. 
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An example of results obtained at ONERA is presented 
in figure 7.12 for a body-tail configuration at Mach 
2.0. The data are relative to three different gases: cold' 
air, a combustion gas, and cold helium. For these 
experiments, the nozzles from which the gas exhausts, 
had the same exit diameter (geometric similarity) but 
different throat diameters, so that the jet momentum 
fluxes were the same for the three gases at a give 
pressure ratio (pj/po). 

The choice of the third gas was dictated by the fact that 
this gas has a very low molecular weight and so a high 
constant R. Therefore, even for cold helium, the jet 
velocities are much higher than for air, and close to 
those encountered with a combustion gas. 

From figure 7.12, it can be seen that at zero incidence 
the aerodynamic interference are lower for the 
combustion gas than for air, but very similar to those 
measured with helium. These results point out that 
even if the momentum flux ratio is the most important 
jet interaction scaling parameter, the effect of jet 
velocity is not negligible. 

Nevertheless, for 11 O of incidence, the trends are total) 
different: the largest interference are obtained with the 
combustion gas and the use of helium doesn't give 
better results than air. It seems that, in this case for 
which the downstream interactions are preponderant, 
another simulation parameter has to be taken in 
account. 

7.6. Influence of wing location 

It has been seen ( 5  6.3) that the downstream 
interactions on tail surfaces are very important, and 
that they reduce the force amplification factor. These 
interactions depend on the size and roll position of the 
wings, but also of their distance from the jet as shown 
in figure 7.13. 

From the most aft position, when the wings get closer 
to the jet, we observe first an increase of the 
interaction (amplification factor K, smaller) due to 
stronger vortices in the jet wake; then, when the 
distance between the wing and the jet becomes 
relatively small, the interference are favourable rather 
than not (large increase in K,) due to the interaction of 
the bow shock with the wing (figure 6.2). 

8. WIND-TUNNEL TESTING 

8.1. Simulation of jet interaction flowfield 

The problem encountered here concerns the 
formulation of similarity parameters for the jet 
interaction flowfield since it is generally not possible in 
wind-tunnel to make test at full scale with the same 
flow conditions as in flight. 

Aerodynamic simulation requirements (dynamic and 
thermal), in the absence of jet flow are well-known: 

- geometric similarity; 

- same Mach number, Reynolds number, Prandtl 
number, specific heat ratio and wall temperature. 

If the jet flow was considered to be independent of the 
external flow, these requirements ought to be applied 
simply to both flows, but for combined flowfield, 
additionnal terms relative to diffusion must be taken in 
account. 

These requirements are highly restricting, but important 
simplifications are usually permissible in wind-tunnel 
tests. 

For the external flow, which is generally air in wind- 
tunnel, and which can be considered as a perfect gas 
for most applications, duplication of MO and Re, is 
only necessary. 

For the jet flow, it is essential to simulate two 
phenomena: 

- its expansion from the nozzle exit (jet boundary, 
Mach disk,. . .); 

- its mixing with the external flow. 

For the first point, this leads to duplicate yj, Mj and 
pj/po. For the second point, the main parameter to take 
in account is Vj/V,, since the free shear layer is 
turbulent at Reynolds numbers of practical interest. 

Nevertheless, for measurements in wind-tunnel, it is 
not very easy to use hot gas thrusters similar to those 
used on flight vehicles, and the simulation gas is 
generally cold air. 

In this case, it seems from experimental results, that 
the best scaling parameters are jet pressure ratio pj/po 
and jet momentum flux ratio pj Vj21po Vo2. 

As seen previously, the use of a low molecular weight 
gas (helium for example) can improve the simulation, 
because the jet velocity is higher (2 3 Vj for the 
same jet momentum flux. In comparison to helium at 
ambient temperature, for air the resulting total 
temperature would be 2000K. 

8.2. Flow surveys 

Most of the experimental investigations devoted to 
flowfield analysis are made with jets issuing from a flat 
plate rather than from a body of revolution. The main 
reason it that the measurements are easier to do, and 
easier to analyse, and we have seen previously that the 
main phenomena are very similar in both cases. 
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Figure 8.1 shows such an experimental set up in the 
ONERA S5Ch wind-tunnel, which is very simple, the 
jet being issued from the wall of the wind-tunnel. 

Surface flow phenomena can be studied by means of: 
- static pressure measurements, 
- oil flow visualisations. 

An example of oil flow visualisation obtained at 
ONERA is presented in figure 8.2. The technique used 
here consists of a fluorescent viscous coating 
illuminated by a U.V.  light [ll]. The advantages of 
this technique is that the oil film is very thin (lower 
interaction), and that more details can be observed than 
with current technique. 

For flowfield analysis, different kind of measurements 
can be made using: 
- pitot probe, 
- 3, 5 or 7 holes probe, 
- thermocouple, 
- vapor-screen visualisation, 
- laser doppler velocimeter, 
- spontaneous Raman scattering. 

The last two techniques, which are not very usual, 
present the advantages of being non-intrusive, and of 
giving detailed informations for mixing flows. 

We have seen previously some LDV results relative to 
turbulence levels (figure 6.20e). An other example of 
results is shown in figure 8.3 which illustrates somes 
difficulties inherent in the seeding process of two 
different flows (bias seeding). We can observe large 
differences according to whether the particles come 
from the external flow, from the jet, or from both. 

An example of density measurements using 
spontaneous Raman scattering is given in reference 
[ 121. This technique is based on vibrational frequencies 
of molecules, stimulated by a laser beam and the light 
intensity stattered is proportional to the molecular 
concentration in the probe volume. Moreover, if 
different gases are used for the external flow and the 
jet, partial densities measurements can be made. Figure 
8.4 shows a result where the different discontinuities 
(shocks, expansions) are cleary visible, as the presence 
of the jet. On the assumption that the main flow and 
the jet are expanding isentropically outside the shocks, 
the static pressure in the flow can be calculated also 
(figure 8.5). 

8.3. Force measurements 

This technique is the most commonly used for the 
determination of the overall interference on realistic 
configurations. The measurements are made with a 
strain gauge balance installed inside the model. 

There are two possibilities for the model arrangement: 

- either to measure all the forces: nozzle thrust and 
ae.rodynamic forces, 

- or to measure only the induced aerodynamic forces, 
the gas supply system being dissociate from the 
weighted part of the model. 

This second possibility is generally prefered because it 
gives the best accuracy for the determination of the jet 
interference. This can be explained by the fact that the 
nozzle thrust is generally one order of magnitude 
greater that the induced aerodynamic forces, and a 
small uncertainty on this thrust would affect greatly the 
results in the first case. Moreover, the disturbing 
reactions and deformations induced by the gas supply 
are not taken in account. 

However the model arrangement need to be more 
compl'ex, with a very rigid sting, and a special balance. 

A skeitch of test set-up used at ONERA is given in 
figure 8.6. The sting, hollow, supplies the nozzle with 
air (or any other gas, such as helium). According to 
the size of the model, the balance can be installed 
nearby the gas supply, or can be annular, around the 
sting. 

With that model, it is also possible to use hot gas 
thruster, with small propellant charge. During such 
tests, t.he problem encountered is an oscillation of the 
model when the charge is ignited (figure 8.7). 
Nevert;heless, if the model is well designed, the 
oscillations are rapidly damped, and a steady state is 
reached in less that 0.5 s, allowing a good estimation 
of the induced force and moment. 

Figure 8.8 shows a photograph of a generic missile in 
the ONERA S3MA supersonic wind-tunnel. On this 
photograph, the gas supply system is clearly visible aft 
the sting. 

8.4. Unsteady measurements 

Different unsteady phenomena encountered with jet 
controls; can have significant effects on the control 
system performance. 

The first one concerns the starting process of the jet 
which governs the response time of the control system. 
Classical unsteady measurements (force, pressure) can 
be made, but it can be interesting to have some more 
details a!bout this starting process. For this purpose a 
special test set-up has been developped at ONERA- 
IMFL, which allows simultaneous pressure 
measurements and ultra-high-speed shadowgraph 
visualisations. 
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Figure 8.9 shows a series of photographs obtained at 
20 ps intervals. The starting process of the jet is well 
displayed as well as the jet wake expansion which rate 
is approximatively equal to the external flow speed. 

An example of unsteady force measurements is shown 
in figure 8.10 for the ASTER missile at full scale in 
the ONERA S2MA wind-tunnel [ 131. 

This missile is fitted with four nozzles which are 
supplied by a hot gas generator through a switching 
unit (see figure 4.3). 

The objectives of this test were to measure the 
aerodynamic performance, and more precisely to 
evaluate the response time of the jet control system. 

The combination of the overall forces measured with 
an internal balance, and the inertial forces measured 
with accelerometers give the net aerodynamic forces. 
As it can be seen on figure 8.10, the induced lift 
response is in a good agreement with the nozzle thrust 
response. 

The second unsteady phenomenon concerns spinning 
missile, for which a delay may exist between the 
thruster ignition and the developpement of the jet 
interference. 

In order to study such effects, a special test set-up has 
been developped by ONERA (figure 8.11). The 
external part of the model and the jet control system 
are drived in rotation separately (but at the same rate), 
so that only the aerodynamic forces are measured (not 
the jet thrust), as previously. The model is equipped 
with a main balance (4 components), non rotating, a 
rollmeter, and several accelerometers. 

9. COMPUTATION. 

In the past, interaction studies between pyrotechnical 
lateral jets and missile aerodynamics were mainly based 
on long and expensive experimental tests. Nowadays, 
thanks to progress in data processing technology and 
numerical computation methods, it is possible to predict 
these complex interactions and therefore to reduce the 
aerodynamic design cycle. 

This chapter presents some calculations made around 
fondamental, generic and industrial configurations in 
supersonic and subsonic flows. They are mainly Euler 
calculations which, from an enginering point of view, 
give useful1 results. 

9.1. Supersonic configurations 

For these configurations we use two Euler codes 
developed by ONERA, in collaborhtion with 
AEROSP AT1 ALE: 

- FLU3C [14] based on a mono-domain grid strategy 
- FLU3M [15] based on a multiblock grid strategy 

with a two species perfect gas modelisation. 

Both codes solve the unsteady equations. To compute 
steady flows, flow variables are advanced in time until 
an asymptotic limit is reached. This procedure is valid 
for any speed range. We use it for the subsonic pocket 
between the bow shock and the nozzle exit. Outside 
this region, where the flow is fully supersonic, a 
pseudo-marching procedure is used in which the steady 
solution is obtained in a plane using an upwind scheme 
and driving the time derivatives to zero, then 
proceeding to the next plane, in the flow direction. 

I 
9.1.1. Fundamental configurations [17] 

The aim of these calculations is to establish Euler 
capability to predict the structure of the flow. 

9.1.1.1. Flat plate 

Figure 9.1 presents the wind-tunnel model with the 
different types of measurements: schlieren, pressure 
taps along the X axis (passing through the center of the 
nozzle exit), probing in a transverse plane located 17.5 
D, (exit diameter) downstream the nozzle. 

The test facility used is the ONERA S5Ch wind-tunnel 
in Chalais-Meudon. 

As the configuration has a symmetric vertical plane, 
calculations were performed only on one half domain 
(y > 0). The computer code used is the Euler code 
FLU3C and the grid has about 700,000 points with 
200 points in the exit nozzle section which is 
rectangular as for the model. This very fine grid has 
been used to be sure of capturing the phenomena which 
could be obtained by an Euler simulation. 

The freestream and jet conditions used are the 
following: 
- freestream Mach number 2, 
- cold air for the jet with the nozzle axis normal to 

the plate, exit Mach number 2.5 and total pressure 
ratio 14.3. 

Figures 9.2 to 9.6 show that Euler calculations predict 
the main features of the flow: detached shock, 
secondary shock, Mach disk, overpressure and low 
pressure regions in the vicinity of the nozzle and, 
vortices downstream. However, Euler calculation 
overestimate the total pressure and the height of the 
vortices and, of course, do not predict the boundary 
layer separation upstream the nozzle exit. 

9.1.1.2. Fuselage 

Figure 9.7 presents the fuselage and a view of the 
model in the ONERA S2MA wind-tunnel. This 



fuselage is a cylindrical body of diameter D equal to 
0.1 m, with a parabolic ogive of length 3D. The jet 
issues from an axisymmetric nozzle inclined rearward 
at an angle of 60 degrees from the missile axis and 
located 8.5 D from the nose. Ten 5 hole probes are 
distributed on a rake, which can rotate around the 
body. Experimental data acquisition were obtained with 
this device in 3 planes respectively located 10 D, 12 D 
and 15 D downstream the nose. These probings were 
realised with a large number of freestream and jet 
conditions. 

Calculation has been performed on one half domain 
(symmetric configuration), with the Euler code FLU3C 
and with a grid of about 190,000 points with 153 points 
in the nozzle exit section. 

The freestream and jet conditions used are the 
following : 

- freestream Mach number 2 and incidence O " ,  
- cold air for the jet, nozzle exit Mach number 2.5 and 

total pressure ratio 28. 

As for the flat plate, Euler calculations predict the 
main features of the flow: detached shock, secondary 
shock, overpressure and low pressure regions in the 
vicinity of the nozzle and vortices downstream. Figure 
9.8 presents an example of the cross-flow velocity in a 
transverse plane located 6.5 D downstream the nozzle. 
We observe that calculations are close to experimental 
results, especially jet penetration heigth is much better 
predicted than for the flat plate. 

9.1.2. Generic configuration: wing-body [17] 

The configuration concerns an ogive-cylinder fuselage 
equiped with four cruciform wings in "+" or "x" 
attitude (figure 9.9). 

The tests, made in the ONERA S3MA wind-tunnel in 
Modane, consisted in measuring panel forces on each 
wing with and without lateral jet interactions. 

Calculations have been performed on one half domain 
(symmetric configuration) with the Euler code FLU3C 
and with a grid of about 380,000 points. 

The freestream and jet conditions used are the 
following : 

- freestream Mach number 2 
- cold air for the jet with an nozzle exit Mach number 

2.5 and a total pressure ratio 14. 

Figures 9.10 and 9.11 show variation of the normal 
force coefficient as a fonction of the incidence 
respectively for a horizontal wing (+ configuration) 
and a leeward wing (x configuration). The computation 
provides a good representation of the changes in the 
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normal force coefficient CN as a fonction of incidence, 
and in particular the differences at a given incidence 
between values with and without jet. 

9.1.3. Industrial configuration: ASTER missile. 

The ASTER missile (see 9 5.1) is a cruciform missile 
with four low aspect ratio wings and four control 
surfaces. The thrust vector control is achieved by 
means of jets emerging from the tip edge of the wings. 

The configuration has been calculated in a "+" 
posit ion with one lateral jet emerging from the leaward 
wing (figure 9.12). For this configuration, two series 
of w ind-tunnel tests have ben carried out: one with cold 
air, and the other with powder gas jet. 

9.1.3.1. Cold air j e t  interactions [17] 

Calculations have been performed on one half domain 
(symmetric configuration) with the Euler code FLU3C 
and with a grid of 300,000 points. 

The freestream Mach number is 2 and the incidence is 
12". 

Figure 9.13 shows the pressure distributions on the 
missi;le with and without lateral jet. The jet interactions 
are clearly visible, in particular the favorable over 
pressure on the wings due to the detached shock. 

For the case with jet, figure 9.14 shows the pressure 
distribution on the surface of the ASTER and the 
pressure contours in a traverse plane located just 
downstream the nozzle. This figure shows the 
complexity of the flow and the obvious usefulness of 
these computations for the understanding of complex 
physical phenomena. 

Figure 9.15 illustrates the effect of altitude on the 
shape and position of the primary shock. We observe 
good agreement between computations and 
experiments. 

Lastly, figure 9.16 presents the relative errors on the 
overal I aerodynamic coefficients. These results are also 
fully satisfactory: about 5% for C, and less than 0.25 
D for the stability. 

9.1.3.2. Powder gas j e t  effects [16, 181 

Tests carried out for ASTER missile with cold air jet 
and powder gas jet, are linked by similarity criteria 
(conservation of nozzle thrust, exhaust section area and 
expansion ratio). These criteria have been choosen to 
keep interactions as identical as possible between the 
two jets (especially for jet penetration height) in order 
to reduce powder gas jet tests and replace them by cold 
jet te:jts. Neverthless small variations on the 
aerodyinamic coefficients are observed between these 
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tests. 

To predict these variations, we have simulated the 
powder gas jet as a perfect gas with the same specific 
heat ratio and the same molecular weight. In other 
words, we have simulated these variations by a jet total 
temperature and a jet species effect. For this purpose, 
the flow is modelised as a mixture of two inviscid non'- 
reactive perfect gas. This model is of course not able 
to simulate all physical phenomena: turbulent mixing 
layer between the jet and the external flow, reactive 
flow, etc. However, it will be shown that this 
modelisation can be sufficient to predict these effects. 

F0u.r calculations have been performed with the 
multidomain and two-species Euler code FLU3M. They 
correspond to the following cases: 
- without jet (available experimental data), 
- with cold air jet (available experimental data), 
- with hot air jet (no experimental data), 
- with perfect gas modeling the powder gas jet 

(available experimental data for powder gas jet). 

Cold air jet and hot air jet nozzle exit conditions differ 
only by the total temperature. The freestream Mach 
number is 1.6 and the incidence 8 degrees. 

The mesh we use is made of 8 domains and about 
400,000 points (see figure 9.17). This grid is much 
more refined and regular than the one used in the 
previous paragraph. 

Figure 9.18 shows a view of the wall pressure 
computed with the cold air jet and with the perfect gas 
modelling the powder gas jet. We observe only very 
small differences. 

The integrated pressure differences between these two 
cases (powder gas and cold air) show an effect as 
experiments do, that is to say, a slight increase in the 
normal force and a slight move of the center of 
pressure downstream. We also observe that the effects 
of total temperature and species have the same weight. 

In conclusion we can say that an Euler two-species gas 
model with a total temperature effect is able to simulate 
lateral powder gas jet interactions and to give much 
better results than the one-species gas model, even with 
total temperature effect. 

9.2. Subsonic configurations 

9.2.1. Fundamental configuration: fuselage [18] 

This fuselage is the same as the one presented in 0 
9.1.1.2. 

The aim of these calculations is to establish Euler and 
Navier-Stokes codes ability to predict aerodynamic 
interactions. The Euler calculations were made with 

SESAME code developed by ONERA [19,20]. A grid 
of 122x4 1x34 points was used. The Navier-Stokes 
calculations were performed by SAIC with PARCH3D 
code [21]. The turbulent viscosity was obtained from 
the two-equations k-e turbulence model. The grid used 
has 151x71~31 points. 

The freestream and jet conditions are the following: 

Freestream Jet (air) 
Mach number 0.8 2.5 
Total pressure 0.95 bar 22 bar 
Incidence 0" 60 O 

Total temperature 293 K 293 K 

Comparisons of calculations with experimental data are 
displayed in a cross-section located 12D downstream 
from the nose (3.5 D from the nozzle). 

Figure 9.19 shows axial component of the vorticity 
vector contours in the transverse plane. The two 
contra-rotating vortices in the jet wake are well 
simulated and their location is in a good agreement 
with experimental results. However, Euler and 
Navier-Stokes calculations overestimate the vorticity by 
around 50%. Another pair of vortices appears in the 
experimental data very close to the body. These 
vortices are only detected by the Navier-Stokes 
calculation. 

Figure 9.20 shows Mach number contours in the same 
section. We observe from this figure that calculations 
are qualitatively close to experimental results, as far as 
the jet cross-section structure and size are similar. 
Mach number maximum value in this section is well 
predicted by both calculations, with a difference to 
experimental results lower than 10%. This maximum 
location is nearly the same for experimental data and 
Navier-Stokes calculation. Euler calculation locates this 
maximum about 0.5D closer to the missile body than 
experimental results. ' 

Total pressure contours are also well predicted. In 
particular the extrema are well predicted by the 
Navier-Stokes calculation, with the proper locations. 

In all cases, we note that the shape of the jet 
cross-section is rounder and more expanded for the 
Euler calculation than for the Navier-Stokes one. 

In a general way, it appears that a better agreement 
with experiment is obtained through Navier-Stokes 
calculation. However, Euler calculation is quite able to 
predict the flow structure and to give good results. 

9.2.2. Generic configuration: wing-body 

The test-case considered is a body of revolution with a 
cruciform tail in "x" attitude. The jet issues from the 
body at mid-length, and 2D upstream of the panels. 
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The freestream and jet conditions are: 
- freestream Mach number 0.8, 
- cold air for the jet with a nozzle exit Mach number 

2.5 and a total pressure ratio 25. 

Calculations have been performed on the complete 
configuration with the Euler code FLU3M, and with a 
grid of about 450,000 points (figure 9.21). 

The mesh is fine enough in the vicinity of the nozzle to 
ensure a good convergence of the calculations. 

Figure 9.22 shows total pressure contours in a 
crossflow plane just ahead of the tail panels. In 
comparison to experiments, we can see that the jet 
penetration and the shape of the wake are well 
predicted as well as the maximum of total pressure (in 
the jet). 

Forces induced on the panels have also been calculated 
and are compared to experimental results in figure 
9.23. Although the vorticity properties in the jet wake 
are not well predicted by this inviscid flow simulation, 
the induced forces are in good agreement with 
experiment. 

9.2.3. Industrial configuration: anti-tank missile [lS] 

This configuration is similar to the ERYX’s one 
presented in 0 5.2.. Two nozzles are located at the 
center of gravity. Each nozzle axis is inclined rearward 
so that thrust axial component contributes to accelerate 
the missile. Jets deflectors located at the nozzle exit 
section ensure missile steering. Missile spin rate 
permits to control the flight with these two nozzles. 

All calculations were made at zero incidence and with 
a freesteam Mach number equal to 0.3. Jet conditions 
at the nozzle exit section were defined with a 
preliminary 3D Navier-Stokes calculation of the flow 
into the nozzle with the deflector. The nozzle exit 
section was simulated by a rectangular hole on the 
missile body, and jet conditions were imposed in this 
section for the external calculations around the body. 

Calculations were performed using the Euler code 
SESAME, which permits to take into account the 
missile spinning effects by including inertial and 
Coriolis terms in Euler equations. 

In this respect, three calculations were made: 
- missile with jets and without spinning effect, 
- missile without jet and with spinning effect, 
- missile with jets and with spinning effect. 

Figure 9.24 shows the grid used for all calculations. 
Because of wings curvature and spinning effect, 
symmetry was not employed, and a grid of about 
220,000 points was generated. 

Mach. number contours in a transverse plane are shown 
in figure 9.25 for calculations performed with jets. Jet 
wake is visible in each half plane, and located close to 
the wings. Without any spinning effect, the jet wake is 
appratximately symmetrical to the other one, some 
differences appearing due to wings curvature. When 
spinning effect is included in calculation, jet wake 
structure does not change, but its location is modified; 
the jets turn around missile axis, and angular deviation 
obtained depends on the flow direction at the nozzle 
exit section compared to rotated external flow 
direction. 

Figure 9.26 shows local normal force on the wings due 
to external flow for the three calculations. Without 
spinning effect, interactions due to lateral jets create a 
depression, particularly on upper wings no 3 and 4, 
which was confirmed by wind-tunnel results. With 
spinning effect and without jets, a normal force appears 
on each wing which induces a rolling moment tending 
to slow down the missile spin rate. With spinning 
effect and with jets, forces on the wings induce yawing 
and pitching moments. 

These phenomena are clearly non linear because forces 
on the wings for the missile with spinning effect and 
jets are different from those obtained by simply adding 
forces for the missile with spinning effect alone and for 
the missile with jets alone. 

10. CONCLUSIONS 

The use of lateral thrusters to control missiles in 
subsonic or supersonic flight is very attractive, and 
enables fast response manoeuver. 

Nevertheless, this type of control system leads to 
complex aerodynamic interactions which are not easily 
foreseeable. 

For m~any years, predictions of jet interference have 
been relied on experiments. A lot of experimental data 
have been obtained, including static pressure 
distribution, flowfield survey, flow visualization and 
induced forces. They allow a good knowledge of jet 
interactions, although the origin of wake vortices is not 
clearly well established. 

Over the last years, major progress have been achieved 
in the field of CFD methods, due to improvements in 
numerical algorithms, grid generation, physical 
modelling, as well as more powerfull supercomputers. 
With such methods, good predictions of jet interference 
can now be obtained, even with Euler codes which give 
good results for jet wake effect. For local interactions, 
which are mainly dependent of viscous effects, 
improvements in numerical simulations are still 
necessary to produce quantitatively efficient results at 
a reasonable cost. 
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Modern Trends in Electro-Optical Technology for Use in Missile Detection 

SUMMARY 
Modern trends in elcctro-OpticalIinfrared (E-OIIR) technology 
for use in missile detection is presented as part of the NATO 
Advisory Croup for Aerospace Research & Development 
(AGARD) special course on “Missile Aerodynamics.” The 
course focuses on the operations of E-OAR systems. The 
functions of the components of an E-OAR system are summa- 
rized along with the missilc source. background. contrast. and 
IR detection range cquation. 

NOMENCLATURE 
Ap = Area of the pixel. m? 
A S j  = Projected area of the missile’s jth facet i n  the line-of- 

sight 0 1  [he E-OIIR system. m’ 
the system c m  observe different areas in the FOV 

= Spectral intensity of pixel I .  WIsr-pm 
= Spectral intensity of pixel 2 .  WIsr-pm 
= Spectral contrast intensity, W/sr-pm 

I , .  -.A 

LB,,). = Spectral radiance of the background seen in pixel I ,  

LH,* = Spectral radiance of the background seen in pixel 2 .  

b,i = Spcctral radiance of the foreground between the 

NE1 = Noise Equivalent Irradiances. WIm? 

WIsr-pm-m’ 

WIsr-pm-m: 

missile and the E-OIIR system. W/sr-pm-m? 

SIN = Signal-to-noise ratio of the E-O!IR system 
h = Wavelength, pm 
T~ = Spectral atmospheric transmittance between the missile 

INTRODUCTION 
There are many different types of E-OIIR systems that are used 
for imissile detection. The E-OIIR systems that detect missiles 
are integrated into commercial and military products. These 
systems include aircraft forward-looking IR systems and IR 
search and track systems, and even missile seeker systems 
integrated into missiles. 

E-OIIR systems used to detect missiles are either imaging or 
non-imaging types. These systems are designed to detect 
misr,iles passively at moderate ranges and are limited in dctec- 
tion range by atmospheric attenuation. 

As shown in Fig. I ,  the optical train of a typical E-O/IR system 
focuses the radiant energy to a detector in a given field-of-view 
(FOV). A typical system consists of two mirrors. One mirror is 
used for horizontal scanning of the FOV and another for vertical 
scanning. By tilting the mirrors in horizontal and vertical 
directions, the system can observe different areas in the FOV. 
The electromagnetic energy that is incident on the detector is 
converted to an electric current. A signal processor is then used 

! and the E-O/IR system 

R = Range hetwen the missile and the E-OIIR system, m todeterminewhetherornotthemissi~isin theFOV. Thissignal 

SIGNAL TO 
OPERATOR 

PROCESSOR 

CRYOGENICS 

MISSILE 
TARGET IN 

OPTICAL A DEFINED 
ELECTROMAGNETIC 
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E-OIIR SYSTEM 

Fig. 1 Components of a Typical E-OAR System 0 M. Engclhardt. 1994 
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can be displayed to show the strength of the missile radiant 
intensity in the FOV. A spectral filter (or a circular variable 
filter) can be integrated into an E-O/IR system to filter out 
undesired wavelengths. 

The head o f a  typical E-O/IR system is composed of an optical 
train, a detector array, and a cryogenic system. The cryogenic 
system is needed to reduce the amount of photon noise from the 
housing onto the detector array. The less thermal noise that is 
incidcnt by internal photons from the system housing onto the 
detector, the more efficient the system operates. Detector 
systems are usually cooled by nitrogen at 77K. 

The signal processor may contain a video processor, a discrimi- 
nator, and/or a track processor. In these processors, the elec- 
tronic signals that are transferred from the sensor head are 
processed to obtain information for the operator. The processed 
information can also be transferred to a computer for further 
processing with additional information from radar and/or visual 
tracks. 

An E-O/IR system is analogous to a person’s skin exposed to a 
thermal source of energy such as the sun. The tissues in the skin 
sense the sun’s energy and convert thermal energy into an 
electrical signal via the nervous system to the brain. The brain 
is equivalent to a computer that processes the thermal source. 

In a typical E-O/IR system. the detector material is composed of 
p-type and n-type crystals (see Fig. 2). These crystals are 
semiconductor materials including lead sulfide, indium 
antimonide, and mercury cadmium telluride. When photons are 
incident on semiconductor materials, they create a flow of 
electrons. This is known as the photovoltaic process and is done 
by creating whole-electron pairs. A photon excites and dis- 
lodges an electron i n  the detector’s crystal structure. The 
electron then moves to the electrode in the n-type crystal layer. 
The “hole” (created by transferring the electron to the n-type 
crystal) moves to the p-type crystal layer. This creates a currcnt 
flowing from the n-type to the p-type electrodes. 

THE ELECTROMAGNETIC SPECTRUM 
As illustrated in Fig. 3, modern E-OAR systems operate between 
the ultraviolet (UV) portion to the far IR portion of the electro- 
magneticspectrum. ThelR portionofthespectrum (which is the 
subject of this course) is conventionally divided into five bands. 
These bands are the short-wave IR (SWIR) band, the mid-wave 
IR (MWIR) band, the water vapor absorption band, the long- 
wave IR (LWIR) band, and the low-temperature IR band. 

The SWIR band ranges between 0.740-3 micrometers. The 
significance of the SWIR portion is that it  is near the visual 
portion of the electromagnetic spectrum. Consequently, many 
E-0  systems that operate in  the visible portion extend into the 
SWIR. The SWIR is the portion of the spectrum that includes 
solar reflections from sources (98% of the integrated solar 
radiance is under 3 micrometers). It also includes high- 
temperature thermal emissions (resulting from heat exchangers 
and engine emissions.) Typical high temperatures are above 
200 c .  

The MWlR band ranges between 340-5 micrometers. The 
MWlR portion of the spectrum is sometimes referred to as the 
plume band since most conventional fuel combustion products 
(such as kerosene) emit in bands centered at 2.7 and 4.3 mi- 
crometers. This is due to water vapor (spiking at 2.7 microme- 
ters) and the carbon dioxide (spiking at 2.7 and 4.3 micrometers) 
combustion products that emit strongly in these band centers. 
This band is also significant in  detecting both missile emissions 
and reflections. 

The water vapor absorption band lies between 5-to-8 microme- 
ters. Water vapor in the atmosphere absorbs most of the 
radiation emitted by a missile in  the 5-to-8 micrometer band. At 
low altitudes (under I O  km), coupled with an observer viewing 
aspect ang!e at ranges greater than 2 km, the attenuation due to 
the atmosphere is extremely severe. Consequently, airborne 
E-O/IR systems are usually not designed to operate in this 
portion of the spectrum. When the range is less than a kilometer 
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ENERGY INTO ELECTRICAL ENERGY 
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Fig. 2 Conversion of Thermal Energy into an Electrical Signal 
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Fig. 3 The Electromagnetic Spectrum 

and the water vapor concentration in the atmosphere is dimin- 
ished (usually, at altitudes greater than I O  km), then it may be 
desirable to consider designs in this wavelength band. 

The LWIR band is defined either between 8-to-I2 or 8-to-I4 
micrometers. In the LWlR wavelength band, atmospheric 
absorption is not very severe. As a rule of thumb, approximately 
80 percent of the total emitted energy from a missile airframe 
will be transmitted through the atmosphere at distances less than 
25 km. As a result, designers of modern E-O/IR systems take 
advantage of this part of the spectrum by designing E-O/IR 
systems to detect missile emissions resulting from moderate 
temperatures (approximately, between 0 C and I00 C). 

The low-temperature IR band of the spectrum is defined above 
12 or 14 micrometers, and is sometimes used for detecting 
relatively cold missiles against space backgrounds. 

INFRARED RADIATION FROM MISSILES AND 
BACKGROUNDS 
As shown in Fig. 4, IR radiation from missiles consists of two 
components: source emissions and the reflections of back- 
ground radiances. For a missile airframe, the source emission 
includes the following components: 

Aerodynamic heating 
Solar heating 

Backside “sources” that may heat or cool the missile structure 
Heat exchanger exhaust dumps 
Engine internal hot parts 
Engine compressor fan blades and inlets 
Exhaust plume heating 
Internal and exhaust plume emission. 

Natural reflections from sources include the following compo- 
nents: 

Di:rect solar reflections 
Indirect solar reflections from the atmosphere, clouds, and the 
earth 
Earth shine 
Sky shine 
Cloud shine 
Re-reflections of natural reflections from the missile itself. 

Both the emitted and reflected intensities from missile surfaces 
are attenuated by the atmospheric path between the missile and 
the E..O/IR system that is observing the missile. The attenuation 
is a result of atmospheric constituents, aerosols, clouds, and 
preci,pitation that absorb energy in a defined path. 

INFRARED CONTRAST INTENSITY 
An E..O/IR sensor detects a missile basedon acontrast difference 
calculation. The E-O/IR detector views two different FOV (or 
two different pixels) and measures the intensity in each. To 
determine the contrast. the E-O/IR system processor subtracts 
the intensity in one pixel from that in another pixel and compares 
the differences. 

Two pixels are illustrated in Fig 5; one pixel contains a missile 
inten:;ity while the other does not. In pixel 2-3, the intensity is 
computed by multiplying the atmospheric path radiance plus the 
earth (or cloud) radiance by the area in the pixel. This intensity 
is represented as 

In pixel 3-4 ( in  Fig. 5 ) ,  the IR intensity is computed by 
considering the following three components: 
*The source inrerisit?; - The missile source intensity includes 
reflected and emitted source intensity components. The source 
intemities are then multiplied by the atmospheric transmittance 
which lies in  the FOV of the E-OAR sensor 

The uriacciilted background interisity - The unacculted (or 
unblocked) background intensity includes the atmospheric path 
radiaince (including earth or cloud radiances) multiplied by the 
unacculted area in the FOV. A typical missile is usually divided 
into planar surfaces known as facets that are summed as pro- 
jected areas into the line-of-sight of the E-O/IR system. The 
projected area of a facet is obtained by multiplying the planar 
area of the facet by the dot product of the outward normal from 
the facet and the E-O/IR system 

The foreground intensity - The foreground intensity is the 
product of the atmospheric foreground radiance (between the 
missile and the E-OAR system) and the projected area of the 
missile in  a given line-of-sight. 

The intensity for pixel 2 is: 
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Fig. 4 IR Radiation from Missiles 

The intensities computed in pixels 1 and 2 are then subtracted 
from one another (Eq 2 minus Eq I )  to obtain the following 
contrast difference: 

In Eq 3. the prime superscript represents the background radi- 
ance related to pixel 2-3. In Eq 3. the IR contrast can either be 
positive, negative, zero, or any combination in the spectrum. 
This depends on the magnitude of the missile intensity and the 
difference between the background and foreground intensities. 
In  Eq 1 and 2, if  the background radiances are equal to one 
another, then Eq 3 becomes 

n 

Ic.k = T k c  I1.k - (  ‘B,k - LF.k) (4) 
J= 1 

MISSILE TO SENSOR INFRARED RANGE EQUA- 
TION 
To obtain the detection range of an E-O/IR system, three E-OIIR 
system parameters must be known. These parameters are the 
detector’s wavelength band of operation, the system’s signal-to- 
noise (S/N) ratio, and the system’s noise equivalent irradiance 
(NEI). The detection range (or E-O/IR system lock-on range) i s  
obtained from spherical geometry. Consider a missile in the 

center of a spherical enclosure. The missile emits an exittance 
to the spherical enclosure equal to 

4 . l ’  IC& dh 

The exittance that is received by the inner portion of the spherical 
area (with inner radius, R) is known as the irradiance and can be 
expressed as 

4njk: IC& dh 

4nR2 

The irradiance can be equated to the E-O/IR system’s detection 
equivalent irradiance which is the product of the SIN and NEI. 
Solving for the range yields the following IR range equation 

I 



PIXEL 2 4  

THE SUN AS A SOURCE IS IN POSITIVE 
CONTRAST WITH THE SKY - n i E  MISSILE COMING OUT OF THE 
SUN IS IN NEGATIVE CONTRAST WITH 
THE SUN 

n i E  MISSILE COMING OUT OFTHE 
SKY IS IN POSITIVE CONTRAST WITH 
TIiE SKY 

CONTRAST DIFFERENCE 
METHOD 

/ 
'1 

E-OAR PIXELS 
WITH MISSILE 
8 BACKGROUND 

PIXEL 3-5 

FOV WITH 
THE MISSILE 
IN THE PlXEl 

'2 
~ 

Fig. 5 IR Contrast Intensity 

In Eq 5. the contrast intensity can be positive, zero. or negative. 
Therefore, the range can be positive. zero, or imaginary. When 
an imaginary solution occurs. the E-O/IR system logic iproces- 
sor) determines that the lock-on range is being determined under 
a negative contrast. A negative contrast occurs when the missile 
isviewedagainsta background whoseintensityis higherthan the 

missili!. This occurs when a missile is being viewed against a 
relatively warm earth background. It should be noted that in Eq 
5 theconuast intensityis afunction ofatmospheric transmittance 
and radiance. Since both atmospheric transmittanceand radiance 
areafunctionofrange.EqSneedstobesolvedbyiteration(since 
range is also on the left-hand-side of the equation). 
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Infrared Radiation Laws and W e  Characteristics 

SUMMARY 
Infrared radiation laws as applied to missile intensities are 
presented as pan of the NATO Advisory Group for Aerospace 
Research & Development (AGARD) special course on"Missile 
Aerodynamics." This course focuses on radiative heat transfer 
laws with a discussion of the IR conservation principles and 
black body radiative laws. 

NOMENCLATURE 
= A dimensionless variable defined by Eq 5 
= A dimensionless variable defined by Eq 5 
= Planck's first constant (defined in Table I ), 

C, = Plancl,'ssecondconstantfdefinedinTable I ).pm-K 
Ca = Wein's constant (defined in Table I ) .  pm-K 
'h = Wein-Planck's constant (detined in Table I). 

W / m + n - K i  
cc = (CJsCh(defined in Table I ) ,  W-pm'lm' 
d = Thickness. m 
4 = Spectral intensity. Wlsr-pm 
L 
LA 
hlAx.A = Maximum spectral black-body radiance, 

m 
T 
u, = Spectral absorptivity 
A = Wavelengh. pm 
P A  = Speclral retlectivity 
TA = Spectral lransmissivity 
U 

AI 
A' 
c, 

W-pm'lm' 

= Broadband black-body radiance. Wlsr-m' 
= Spectral hlack-body radiance. Wlsr-pm-m' 

Wkr-pm-m' 
= A number that vanes from I to infinity 
= Temperature of the missile skin, K 

= Stefan-Boltzmann's constant (defined in Table I ) .  
W/m:-K* 

INTRODUCTION 
Tocomputethe IR intensityfrommissilesand backgrounds,itis 
imponant tounderstand the basiclR radiation laws. IR radiation 
from missiles are a function ofthe following four basic param- 
eters: 
* Ceumern - Foremission. the missile projected area needs to 

be computed. This is the projected area into the line-of-sight 
of an electro-optical (E-0) system which is detecting the 
missile. For reflection. the surface structure of the missile 
needs to be computed. including curvature effects in the 
directions of both the background radiating source and the 
E - 0  system that detects the missile 

* Tetnprmnrre -The temperature of the missile needs to be 
computed. This is the temperature resulting from an energy 
balance due to aerodynamic heating; environmental param- 
eters that interact among conduction. convection. and radia- 
tion heat transfer; and structural heat transfer via cold and hot 
sources of energies 

Q hl. Engelhardt. 1994 
- 

. Opfical Parameters - The surface emissivity (the emissivity 
affectsthe radiant intensity exitingthesurface)and reflectivity 
(the reflectivity affests the amount of background intensity 
which is incident on the missile and reflected into the line-of- 
sight of the E-OIIR sensor) need to be measured for each 
different missile surface. Other optical parameters that need 
to be measured include the index of refraction of the medium 
that the missile is traveling in. The index of refraction affects 
the intensity being emitted by the surface. The surface 
absorptivity affects the missile's structure in terms of absorb- 
ing solar energy and radiant emission from the exhaust plume - lncidentBackgroundSourcesofRdiation-Thereareseveral 
intensities from background sources that are incident on a 
missile's surface. These background intensities include solar 
irradiance. earth shine, cloud shine. and sky shine. These 
irradiances are reflected from the missile's surface via the 
reflectivity of the surface. 

PREVOST'S LAW 
Themost fundamental law inradiativetransferisPrevost'sLaw. 
This law states that a missile must cnntinue to emit radiation even 
when in thermal equilibrium with its surroundings. At thermal 
equilibrium. the energy absorbed by the missile is equal to the 
energy emitted by themissile. Thesignificanceof this law is that 
every object (ormissile) in the universe continually radiates and 
absorbs electromagnetic waves. This occurs even when the 
missile'sthermalenergy is forcedtobeidentical tothesumund- 
ing energy. 

CONSERVATION OF ENERGY 
The next fundamental law is the Law of Conversation ofEnergy 
appliedtoamissileormedium. Referring toFig.l.theenergy (or 
intensity) incident on a medium will be partially reflected. 
absorbd. and transmitted. An energy balance to account forthe 
energy transfer yields, 

I, = aLIL + p,lL + T,I~  (1) 
where.Iisthespectral(asdesignatedbythewavelength,A) flux 
of radiant intensity incident on a surface of the medium. The 
fractions of intensity entering and leaving the medium are 
specified as a for absorptivity, p for reflectivity. and 7 for 
transmissivity. 

REFLECTED 
INTENSITY 

I INCIDENT "\ /'A lh 
INTENSITY 

ABSORBED 
INTENSITY 

MEDIUM 

TRANSMlllED 
' h  Ih INTENSITY MRBC2095Wi 

Flg. 1 Intensity Components Applied to a Medium 
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Upon dividing through by the spectral intensity, Eq 1 reduces to 

a x + p , + T x =  I ( 2 )  
For nontransparent (or opaque) solids, T = 0. Consequently, 

The following three ideal cases are readily observed from Eq 2: 
Case I : PerJect Absorber (r = 1. A perfect absorber is often 
referred to as a black body. In nature, there are no real black 
bodies. Nevertheless, there are many substances that ap- 
proach the ideal black body case: a real body (known as agray 
body) has an absorptivity varying between 0 and I .  A missile 
fuselage can be made to approach a perfect absorber by 
painting the missile body with a paint whose absorptivity is 
high 
Case 2:  Perfect Reflector p = I .  A perfect reflector is an ideal 
case. A highly polished (or mirrored) surface usually has 
properties that approach the perfect reflector. The definition 
of reflectivity is much more complex than absorptivity. This 
is because reflectivity is a function of the reflected intensity as 
well as the incident intensity. The reflectivity of a missile is 
quite complex due to the many different kinds of materials and 
coatings that are used in the construction of the missile’s 
structure 
Case 3: Perfect Transmitter T = I .  In this ideal case, all of 
the energy incident on the surface of a transparent object 
enters through i t  and leaves unchanged. This is approximately 
analogous to light ( in  the visual part of the spectrum) passing 
through window glass. Caution should be made not to 
overextend this analogy into the IR spectrum. At different 
wavelength bands, glass absorbs and reflects different amounts 
of energy. Many glass domes that are used in E-O/IR seekers 
are good transmitters of IR irradiance. 

There are two different endings used in specifying the above 
properties-ivity and --ance(such as reflectivity and reflectance). 
The “ivity” ending is used when referring to optically smooth 
and uncontaminated surfaces, therefore representing an ideal 
case. The “ance” ending refers to measured properties where 
there is a need to specify the surface conditions of the coupon or 
substance. Consequently, an absorptance of 0.85 for a missile 
skin would mean that the missile structural surface absorptivity 
was measured. 

PLANCK’S LAW 
The most significant law that governs the radiative IR intensity 
of missiles is Planck’s Law. For the black body radiance leaving 
a missile surface Planck’s Law is a function of three fundamental 
variables: temperature, index of refraction, and wavelength. To 
obtain the black body intensity, the radiance is multiplied by the 
projected area in the line-of-sight of the observer. For a missile, 
representing a grey body intensity, Planck’s Law is multiplied by 
the emissivity at the surface of the missile. 

Figure 2 illustrates the fundamental variables associated with 
Planck’s Law. Each of these variables are discussed below: 

Temperature - In radiative heat transfer, temperature is de- 
fined as the absolute temperature on the surface of a missile. 
For example, referring to Fig. 2 ,  consider the wall of a missile 
with a linear temperature gradient. The missile is detected by 
an E-O/IR system vis-a-vis the absolute temperature of the 
missile’s outer extreme wall. For many missiles. the thermal 
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WK96209~002 - 
Fig. 2 Parameters Used in Planck’s Law 

gradient through the missile structure is often insignificant 
and consequently neglected. For example, this is usually the 
case for heated thin aluminum (less than 0.003 m thick). 
However, other missile structures are detected by E-OAR 
systems, where material properties require a thermal analysis. 
Some missile structures have large thicknesses and/or low 
thernial conductivities, giving rise to thermal gradients in  the 
missile structure. (When considering the significance of 
thernial gradients in missiles, the Biot number needs to be 
evaluated) 
Index ofRefracrion - Planck’s Law is also a function of the 
index of refraction of the medium of propagation. The index 
of reliaction is part of Planck’s first and second constants. 
Theseconstantsarea functionofthespeedof light through the 
mediiim which thesolidsurface(orsource) isemitting. When 
the missile is immersed in either water or a fluid whose index 
of refraction is not 1 .O, then the index of refraction effect must 
be accounted for in Planck’s Law. Usually, in air or in “empty 
space”, the index of refraction of the medium can be assumed 
to be equal to 1 .O. However, for missiles launched under water 
by submarines or for missiles where engine plumes flow past 
the fuselage, a correction for the index of refraction of the 
medium near the surfaceofemission must be accounted for in 
Planck’s Law 
Wavelengrh - The wavelength dependency of radiation is 
\wycomplex. For missile structures, however, the wavelength 
dependency is usually a function of temperature. As the 
temperature of a missile increases, the wavelength at which 
the intensity peaks becomes shorter. Assuming a constant 
missile temperature, the missile will have a different black 
body radiance value at each wavelength. In the Short Wave 
IR (SWIR) band (0.7 to 3 micrometers), solar reflections from 
missiles are significant. This band also includes high- 
temperature thermal emissions resulting from high-temperature 
heat exchangers and engine emissions. In the Mid Wave IR 
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(MWIR) band (3 to 5 micrometers), both missile emissions 
and reflections are significant. Also of significance in the 
MWIR band is the exhaust plume combustion constituents 
resulting from water vapor, carbon dioxide, and other 
constituents. In the Long Wave IR (LWIR) band (8 to 12 or 
8 to 14 micrometers), the emitted energy from a missile 
airframe is significant. 

To analytically determine the radiance and the spectral shape of 
the black body curves, Planck's Law is used. Planck's Law is 

2c, 
L, = 

exp($)- 1 
(4) 

where, C, and C, are Planck's first and second constants, 
respectively. These constants are both a function of the medium 
that the missile is propagating into. 

Table 1 lists the constants in Planck's Law for a missile structure 
that approaches a black body radiating into a medium whose 
index of refraction is not 1.0. Figure 3 is a plot of Planck's Law 
(for n = I .O) for different temperatures. As indicated by Eq 4 and 
shown in Fig. 3, as the temperature increases the peak in radiance 
shifts to shorter wavelengths. 

Planck's Law may be integrated over a wavelength band to 
produce the broadband radiance from either a missile or a 
background component. Upon integrating Eq 4 between h, and 
4, the following expression results: 

L = 1' L,dh 

= 2CI - 1 m (exp(-mxz)Az-exp(-mx,) A,}  ( 5 )  (:Jrn:, 
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where 

A, = (mxJ3 + 3 ( m ~ * ) ~  + 6(mx2) + 6 

A ,  = (mxJ3 + 3(mxJ2 + 6(mx,) + 6 

The significance of this integration is that E-O/IR systems 
operate in distinct wavelength bands. Therefore, it  becomes 
important to know how much radiance is emitted from a missile 
over an E-O/IR system's spectral bandwidth (Ah). 

Table 1 Radiation Constants 
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STEFAN-BOLTZMANN’S LAW 
When Planck’s Law (Eq 4) is integrated over the entire spectrum 
from minus to plus infinity, the resulting equation is known as 
Stefan-Boltzmann’s Law. Stefan-Boltzmann’s Law accounts 
for the total radiance that is emitted from a missile. Upon 
integrating Eq 4 between minus and plus infinity, the following 
expression results: 

L = &  ( 6 )  
Stefan-Boltzmann’s Law yields the total intensity over the 
spectrum for a given temperature. The value of Stefan- 
Boltzmann’s constant is given in Table I .  

WIEN’S LAW 
Wien’s Law yields the maximum radiances from Planck’s Law. 
From Wien’s Law, three useful relationships can be obtained: 
( I )  the wavelcngth at which the peak radiance occurs; (2) the 
temperature at which the peak radiance occurs; and (3) the 
maximum radiance that occurs at any given wavelength or 
temperature. Wien’s Law is obtained when Eq 4 is maximized: 

d L  - = o  
d h  

By solving the resulting equation, Wien’s Law is obtained as: 

C, = hT (7) 

In Eq 7, C, is Wien’s constant given in Table I .  Wien’s Law is 
plotted in Fig. 3 as the locus of all points that form a maxima on 
the radiance curves obtained from Planck’s Law. Wien’s Law is 
also plotted in Fig. 4 for a black body radiating into a medium 
whose index of refraction is 1.0. In Fig. 4, Wien’s Law is 
presented in its three different forms: temperature versus wave- 
length, maximum radiance versus temperature. and maximum 
radiance versus wavelength. 

The maximum spectral radiance for a given temperature is 
obtained by substituting Eq 7 into Eq 4. This results in  

2C,Ts 

cs[ exp (2) - I ]  
L a x  = 

(8) 

Evaluating the constants in  the SI units for the propagation of a 
missile that approaches a black body radiance reduces Eq 8 to 

Lmax = CbTS (9) 
Table I defines the value of C,. Equation 9 is plotted in Fig. 4 
to illustrate the fifth power effect of temperature on black body 
radiance when radiating into a medium whose index of refrac- 
tion is 1.0. 

To obtain the maximum radiance for a specific wavelength, Eq 
7 is again substituted into Eq 4. except this time the wavelcngth 
dependency is conserved. This results in the following equation: 

Equation I O  reduces to 
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Fig. 4 Wien’s Law 

where, Cc is given in Table 1. The maximum radiance versus 
wavelength is plotted in Fig. 4. In Eq. 9 and 1 1, the maximum 
radiances areequal to one another. Equating these two equations 
also yields Eq 7. 

The above maximum radiances can be converted to the follow- 
ing intensities: 

Black body intensifies by multiplying the radiance by the 
projected area of the missile 
Missile (grey body) intensities by multiplying the black body 
intensity by the emissivity at the missile’s surface. 



410 

3 

Missile Infrared Radiative Properties 

SUMMARY 
The radiative properties of missiles is presented as part of the 
NATO Advisory Group for Aerospace Research & Develop- 
ment (AGARD) special course on “Missile Aerodynamics.” 
This course focuses on the radiative properties of missile struc- 
tures including the emissivity, absorptivity, and reflectivity. 
With a knowledge of these properties, the missile designer can 
determine the thermal balance of missile structures, the radiative 
intensity of missiles, and the impact of the irradiance from 
environment sources on the total intensity of the missile. 

NOMENCLATURE 
A = Area of the missile used for absorbing incident thermal 

energy in the line-of-sight of the incident source, m2 
A, = Projected area in the line-of-sight of the missile, m2 
C, = Planck’s first constant, W-pmJ/m2 
C, = Planck’s second constant, pm-K 
Ei = Irradiance on the surface of a missile, W/m2 
I, = Absorbed intensity, W/sr-pm 
I, = Black body intensity, W/sr-pm 
I i  = Incident intensity, W/sr-pm 
1, = Reflected intensity, W/sr-pn 
I, = Spectral intensity, W/sr-pm 
R = Radius of the hemisphere 
T = Temperature of the missile structure, K 
a = Absorptivity 
a, = Hemispherical spectral absoptivity 
E, = Hemispherical spectral emissivity 
8, = Zenith angle of emitted intensity (or Exittance) 
8, = Zenith angle of incident intensity 
8, = Zenith angle of reflected intensity 
h = Wavelength, p n  
x = 3.14 ... 
d = 180degrees 
p = Bidirectional reflectivity, I/sr 
pd = Diffuse reflectivity 
p, = Spectral reflectivity 

= Azimuth angle of emitted intensity (or Exittance) 
@, = Azimuth angle of incident intensity 
@, = Azimuth angle of reflected intensity 
INTRODUCTION 
In radiative heat transfer, there are two properties that influence 
the emission and reflection from missiles structures. These 
properties are the emissivity and reflectivity, respectively. An- 
other property, the absorptivity, is defined as the ability of the 
stucture to absorb incident irradiances from the environment and 
from other part sof t  heradiating structureorexhaust plume. This 
absorbed energy manifests itself into thermal emission and 
results in a temperature change within the missile structure. 

The emissivity is the ratio of the “true” (or measured) intensity 
emitted by a missile to the intensity emitted by a black body. The 

radiant intensity emitted from a missile is obtained by multiply- 
ing the missile’s emissivity by Planck’s Black Body Law, using 
the temperature of the missile structure. With respect to an 
energy balance on the missile, this is the term that results in a 
decrease in missile temperature since energy is being radiated 
out of the missile structure. The “true intensity” emitted by a 
missile is called the gray body intensity and has units of W/sr. 
The intensity is the product of the projected area of the missile 
into the line-of-sight of an observer, the missile’s surface emis- 
sivity, and Planck’s Black Body Law. This results in the 
following equation for the hemispherical spectral intensity: 

where, C ,  and C, are Planck’s first and second constants, 
respectively. These constants are a function of the medium that 
the missile is propagating into. The temperature of the missile, 
T, may also influence the emissivity of the missile’s structure. 

The absorptivity is the ratio of radiant energy absorbed by the 
missile to the irradiance that is incident on the missile. The 
irradiance can either come from external or internal sources of 
energy which are incident on the missile’s outer or inner sur- 
faces, respectively. Examples of absorption include solar and 
laser irradiances incident on missiles. The absorption of energy 
by a missile results in an increase in the missile’s temperature. 
The product of the area, absorptivity, and the sum of incident 
energies (or irradiances) on the surface results in the following 
equation for the hemispherical spectral absorption of thermal 
energy: 

I, = A a,ZEi 

The reflectivity is the ratio of radiant intensity reflected from the 
missile to the intensity incident on the missile. Reflected natural 
energy sources include: 

Direct solar reflections 
Earth thermal energy reflected from the missile’s structure 

Cloud and sky thermal energies reflected from a missile 
*Scattered solar (or reflected) energy from the earth, clouds, and 
sky in the line-of-sight of the missile. 

Manmade energies that are reflected from missiles include laser 
energy and thermal energies emitted from one missile structural 
component and then reflected by another. The product of the 
area, reflectivity, and incident irradiances results in the follow- 
ing equation for the diffuse reflection component from a missile: 

I,= A p,ZE, (3) 
DEFINITION OF PROPERTIES 
There are four categories of properties that define both emissiv- 
ity and absorptivity: directional spectral, directional total, hemi- 

OM. Engelhardt, 1994 



4-1 I 

spherical spectral, and hemispherical total. Table 1 lists these 
properties and their functional form. 

In addition, reflective properties are defined as bidirectional, 
specular, hemispherical-directional-spectral, hemispherical- 
directional-total. directional-hemispherical-spectra1,directional- 
hemispherical-total, and diffuse. These properties are also 
presented in Table I .  

There is also a special property defined as selective. This 
property is related to emissivity, absorptivity, and retlectivity. 
Selective surfaces are surfaces whose properties are either a 
function of wavelength, temperature, or both wavelength and 
temperature. 

EMISSIVITY 
Properties that define the emissivity are discussed below (these 
properties are unitless). 

Directional Spectral Emissivity 
A material that exhibits a directional spectral emissivity is a 
function of wavelength (spectral); solid angle (directional) of 
emission (exittance angles); and missile temperature. As shown 
inFig. I ,thedirectionalspectralemissivityisdetinedastheratio 
of the measured intensity emitted by a missile (or small sample 

PROPERTY 

G 
MISSILE SURFACE 

Fig. 1 Directional Spectral Emissivity from a 
Surface 

REFLECTIVITY 

DIRECTIONAL SPECTRAL 

DIRECTIONAL TOTAL 
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HEM IS PH E RI CAL TOTAL 

BIDIRECTIONAL 

SPECULAR 

HEMISPHERICAL DIRECTIONAL 
SPECTRAL 

HEMISPHERICAL DIRECTIONAL 
TOTAL 

(IIRECTIONAL HEMISPHERICAL 
SPECTRAL 

DIRECTIONAL HEMISPHERICAL 
TOTAL 

DIFFUSE 

SELECTIVE 

4R94-2092-001A 

EMISSIVITY ABSORPTIVITY 
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of the missile for use in laboratory measurements) to the inten- 
sity emitted by a black body at the same temperature of the 
missile. The directional spectral emissivity is defined as: 

The intensity emitted by the missile is a function of wavelength, 
solid angle (defined by zenith and azimuth angles in a hemi- 
sphere) and temperature. The black body intensity is not a 
function of solid angle since its intensity is uniform at all 
observer viewing angles; this is known as a Lambertian or 
diffuse surface. Measurements of directional spectral emissivity 
are often made on rough surfaces where the surface roughness of 
the missile will result in different angular emissions. Examples 
of directional surfaces include painted substrates, and missiles 
whose surfaces are oxidized. 

Directional Total Emissivity 
When the directional spectral emissivity is integrated over the 
wavelengths from minus to plus infinity, it  is referred to as the 
directional total emissivity. The directional total emissivity is a 
function of its exittance solid angles and missile temperature. 
Consequently, from Eq 4, averaging the emissivity over all 
wavelengths yields the following equation for the directional 
total emissivity: 

Hemispherical Spectral Emissivity 
Integrating the directional spectral emissivity over the solid 
angle yields the hemispherical spectral emissivity which is a 
function of wavelength and missile temperature. For the hemi- 
spherical spectral emissivity, the exittance solid angle is used in 
the integration. The hemispherical spectral emissivity isdefined 
in Fig. 2. In this definition, the emissivity is not a function of 
solid angle. This results in a uniform (or Lambertian) emissivity 
in all directions. This is associated with smooth surfaces such as 
unpainted composite materials. From Eq 4, the hemispherical 
spectral emissivity is: 

Hemispherical Total Emissivity 
The hemispherical total emissivity is determined when integrat- 
ing the directional spectral emissivity over both wavelength and 
solid angle. In this case, the hemispherical total emissivity is 
only a function of the missile temperature. 

(6) 
As a rule, when the ratio of surface roughness (usually taken as 
the root-mean-square (RMS) value of the roughness) to the 

-t 
Y 

I 4 
I MP94-2092-003A 

MISSILE SURFACE 

Fig. 2 Hemispherical Spectral Emissivity from a 
Missile Surface 

wavelength is less than one, then the surface behaves as a 
hemispherical surface. When the ratio of surface roughness to 
the wavelength is greater than one, then the surface behaves as 
a directional surface. This is not always the case, since impuri- 
ties and design of nonhomogeneous surfaces result in deviations 
from this rule. Since the surface temperatures of materials are 
not always in steady state, and since the emissivity of materials 
is a function of temperature, then the emisssivity of materials 
will change during a transient change in temperature. This is 
often the case where the surface is relatively rough allowing for 
microstructural changes in the geometry of the rough surface. 
Consequently, Eq4,5,and6mayrequireanaveragingovertime. 

Typical emissivities of materials are as follows (these properties 
are general rules of thumb; however, for certain materials, these 
properties may deviate from the rule): 

Metals 
- Spectral emissivity decreases with increasing wavelength 
- Emissivity depends strongly on surface conditions. For 

example polished metals have emissivities less than 0.2, 
whereas oxidized metals have emissivities greater than 
0.8 

- Directional emissivity increases with increasing angle of 
emission 

- Total hemispherical emissivity increases with increasing 
temperature 

- Spectral emissivities increase with increasing wavelength 
- Emissivity increases slightly with impurities and surface 

roughness 
- Directional emissivity decreases with increasing angle of 

emission 
- Total hemispherical emissivity increases or decreases as 

temperature increases-very material-dependent 

- Generally the same as metals 
- Spectral emissivity changes at approximately 4 microme- 

ters when heated or cooled. 

Nonmetals 

Semiconductors 
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ABSORPTIVITY 
The terminology for absorptivity is analogous to that of emissiv- 
ity. Properties that define the absorptivity are defined below 
(these properties are unitless). 

Directional Spectral Absorptivity 
A material that exhibits directional spectral absorptivity is a 
function of wavelength (spectral), solid angle (directional) of 
absorption angles (incident angles), and missile temperature. As 
shown in Fig. 3, the directional spectral absorptivity of a coupon 
is defined as the ratio of the absorbed energy from a “directed 
outside source” to the irradiance of the “directed outside source” 
(an example of a directed outside source is a laser). For 
directional absorptivity, both the radiating “directed outside 
source” and the energy absorbed by the coupon are dependent on 
the solid angle between them. Under steady state conditions 
without thermal changes, measurements of absorptivity and 
emissivity should yield the same results. However, different 
methods of measuring the absorptivity and emissivity are used 
yielding small percent (usually under 5%) differences when 
compared. Consequently, the directional spectral absorptivity is 
the ratio of the absorbed to the incident energy and is defined as 
follows: 

SPECTRAL SOURCE 
ii ( ~ e ,  01 

MISSILE SURFACE 

MP94-2092-0048 

The ratio of the absorbed to incident intensity is then the 
directional total absorptivity, or 

Hemispherical Spectral Absorptivity 
Integrating the directional spectral absorptivity over the solid 
angle yields the hemispherical spectral absorptivity, which is a 
function of wavelength and missile temperature. For the hemi- 
spherical spectral absorptivity, the solid angle of incidence is 
used in the integration. When acoupon is illuminated uniformly 
about a hemispherical field of view, there is no solid angle 
dependency. Referring to Fig. 4, the hemispherical spectral 
absorptivity is definedas the ratio of the coupon absorbedenergy 
to the uniform irradiance over the surface of the missile: 

/ 
X 

MP94-2092-WSB 

MISSILE SURFACE 

Fig. 3 Directional Spectral Absorptivity of a 
Missile Surface 

Fig. 4 Hemisperical Spectral Absorptivity of a 
Missile Surface 

Directional Total Absorptivity 
From Eq 7, when the directional spectral intensity is integrated 
over the wavelengths from zero to infinity, i t  is referred to as the 
directional total intensity. (The directional total absorptivity is 
a function of incident solid angle and missile temperature.) 

Hemisplherical Total Absorptivity 
The hemispherical total absorptivity is determined when inte- 
grating the directional spectral absorptivity over both wave- 
length and solid angle. In this case, the hemispherical total 
absorptivity is only a function of the missile temperature. 



4-14 

a 0  = 

(10) 

REFLECTIVITY 
In comparison with emissivity and absorptivity, reflectivity is 
more complex in that two solid angles need to be considered. 
These are the incident and the reflected angles. The following 
paragraphs summarize the major reflectivities that need to be 
measured or input into IR intensity analyses of missiles: 

Bidirectional Reflectivity 
As illustrated in Fig. 5, the bidirectional (incident and reflected 
directions) reflection is defined as the ratio of the reflected 
intensity to the incident intensity integrated over the solid angle 
of incidence. This results in  units of inverse steradiance. 

The bidirectional reflectivity is a function of the missile surface 
temperature. This is because the temperature will effect the 
surface “granularity” causing a variation in the bidirectional 
reflection as microcavities expand and contract. 

MISSILE SURFACE 

X 
1P94-2092-0068 

Fig. 5 Bidirectional Reflection from a Missile 
Source 

Specular Reflectivity 
The specular reflectivity is a special case of the bidirectional 
reflectivity. This occurs when the incident and reflected zenith 
angles are equal and have corresponding azimuth angles 180’ 
apart. 

Diffuse Reflectivity 
The bidirectional reflectivity can be integrated over a solid angle 
to produce reflectivities that are unitless. Unitless properties of 
reflectivity include hemispherical-directional, directional-hemi- 
spherical, and diffuse reflectivities. Detail discussions of these 
properties can be found in Ref 1.  These properties are obtained 
by integrating the bidirectional reflectivity over either incident 
orreflectedsolidang1es.Thediffusereflectivity isobtained from 
Eq 1 1  and is defined as follows (this property is unitless): 

Irn 

pD(h7 ei7$im = p(h7 ei7 $ i 7 T )  [Io I, co*rsinepe+$, ( 1 2) 

Equation 12 can be integrated over the limits imposed yielding: 

pD(mi,Qi,v = Kp(h,ei,$i,v (13) 

KIRCHHOFF’S LAW 
Kirchhoff s Law is valid fora missile in thermodynamic equilib- 
rium and located in an isothermal enclosure. Kirchhoff s Law 
basically states that at steady state, at a given wavelength hi, and 
at a defined solid angular direction (defined by 8 and $), the 
absorptivity and emissivity of a material are equal to one an- 
other: 

a (hi, e,, $,, T) = E (hi. e,, $,, T) 
(14) 

only when ea = 8, and $, = $, 

In Eq 14.8 and $ represent the solid angle for both emission and 
absorption. Equation 14 is applicable only when the absorption 
and emission angles are defined as 8, = 8, and 

For the transient case, Kirchhoff s Law must be applied with 
caution. Consequently, the absorptivity and emissivity of mate- 
rials need not be equal to one another. For many materials, the 
absorptivity and emissivity are close enough to one another for 
Kirchhoff s Law to be applicable. However, Kirchhoff s Law 
may not always be applicable to a real body undergoing a 
transient and/or having a thermal control system. 

REFERENCES 
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Siegel, R. and Howell, J.R., Thermal Radiation Heat Trans- 
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Introduction to Missile Theirmal Analysis 

SUMMARY 
The thermal analysis of missiles is presented as part of the 
NATO Advisory Group for Aerospace Research & Develop- 
ment (AGARD) special course on “Missile Aerodynamics.” 
This course focuses on the thermal balance of missile structures, 
including the radiative heatingkooling, convective, and con- 
duction heat transfer, as well as the internal energy of a missile 
structure. With a knowledge of the surface temperature of a 
missile, the missile designer can determine the radiative inten- 
sity of missiles. 

I 

NOMENCLATURE 
A = Surface area of the control volume, m2 
A,,, = Heat flow area for conduction heat transfer, m2 

A,, = Projected area of the missile, m2 
c = Speed of sound in air, m/s 
C, = Specific heat under constant pressure, W-skg-K 
Cv = Specific heat under constant volume, W-skg-K 
F = Configuration factor relating the geometric orienta- 

tion of the missile with respect to either its back- 
ground or its internal compartment 

h = Convective heat transfer coefficient, W/m?-K 
H = Solar irradiance, W/m2 

Hsi = Solar irradiance incident on the outer surface of the 
control volume, W/m2 

k = Thermal conductivity of the missile structure, W/m- 
K 

k* = 
L =  
m =  
M_ = 
ncv = 
ns = 
Nu = 
Pr = 
Q, = 

Q, = 

Thermal conductivity of air, W/m- K 
Characteristic length from the leading edge, m 
Mass of the control volume, kg 
Mach number of the missile 
Unit normal vector from the control volume 
Unit normal vector from the sun 
Nusselt number 
Prandtl number 
Energyeithergainedorlost by thecontrol volumedue 
to convective heat transfer between the control 
volume and the thermal boundary layer near its sur- 
face, W 
Energy conducted either away, into or through the 
control volume by conduction, W 

(QJi 

(QJ0 

= Energy either lost or gained by the control volume and 
its backside (compartment) surrounding, W 

= Energy lost by the control volume due to radiative 
transfer between the control volume and its ambient 
surrounding (energy is usually lost to the cold sky by 
the relatively hot missile surface), W 

= Solar absorbed energy (incident solar irradiance mul- 
tiplied by the absorptivity at the outer surface of the 
control volume), W 

Q, 

Qso = 

r =  
Re = 
t =  
T =  
T* = 
T, = 
Ts = 

TSky = 
T, = 
U =  

v =  
a =  
Y =  
E =  
e =  

h =  
P =  
.p = 
( T =  

Energy transferred from the inner surface of the con- 
trol volume to internal heat sinks, W 
Energy transferred by heat sources to the inner surface 
of the control volume, W 
Recovery factor 
Reynolds number 
time, hr 
Temperature of the missile structure, K 
Reference temperature, K 
Recovery temperature, K 
Stagnation temperature, K 
Temperature of the ambient sky, K 
Ambient temperature at the elevation of the missile, K 
Internal energy of the control volume per unit mass, 

Velocity of the missile, d s  
Absorptivity 
Ratio of the specific heats 
Thermal emissivity of the missile structure 
Angle made between the sun unit normal and the 
control volume normal vector when a ray is drawn 
between the two 
Wavelength, p n  
Viscosity of the air, kg/m-s 
Air density, Kg/m3 
Stefan-Boltzmann’s constant, W/m2-K4 

kJfl<g 

INTRODUCTION 
The temperature of a missile needs to be determined accurately, 
since the radiance from a missile will be strongly influenced by 
its temperature. To determins the temperature of a missile, the 
conservation of energy (or the energy balance method) is re- 
quired. The energy balance method includes Fourier’s Law to 
determine the conduction heat transfer through missile materi- 
als; Newton’s Law of Cooling to determine the amount of heat 
transfer between the missile and the ambient air by convection; 
and Ste:fan-Bokzmann’s Law to determine the radiant energy 
lost to Ihe sky and/or to another missile structural parts. I f  the 
energy balance is properly computed, then the resulting missile 
temperature should be within f 10% of the true or measured 
temperamre of the missile. 

CONSERVATION OF ENERGY 
To calculate the temperature of a missile that is either stationary 
or in motion, an energy balance is made on a missile control 
volume. The control volume is defined as an element or a node 
on the missile’s structure where the energy balance is performed. 
To obtain a detailed temperature distribution of a missile, many 
small control volumes are used-yielding a spatial temperature 
distribution on the missile. (The spatial temperature distribution 
can becciupled with the spatial emissivitiesof the missile to yield 
the spatial emitted radiance of the missile.) The control volume 
allows fcir energy to be transferred either into or out of a missile 

I 
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structure. As shown in Fig. I ,  a section of a missile structure is 
isolated with the inclusion of energy sources and sinks. The 
energy either gained or lost by the control volume will result in 
either an increase or a decrease in temperature from the control 
volume. 

AMBIENT AIR 

INTERNAL 
MISSILE 

COMPONENTS 

. 
k4R94-2091-001A 

SOI 

6 - Ti4) 

HEAT SINKS 
JRCES 

Fig. 1 Energy Balance on a Control Volume of a 
Missile Structure 

Heat sources are those external (external to the control volume) 
energies that increase the temperature of the control volume. 
Heat sinks act to take energy away from the control volume, 
thereby decreasing the temperature of the control volume. Heat 
sources include solar heating, aerodynamic heating for missiles 
in flight, backside heat sources such as spars and compartments 
either conducting, radiating or convecting heat to the missile 
structure, and heat exchanger dumps. Heat sinks include con- 
vective cooling to the ambient air or fluid, radiant cooling to the 
ambient sky, and backside cooling through spars and compart- 
ments to thermal sinks that are cooler than the structural casing 
temperature of the control volume. Irradiances incident on the 
control volume are partially absorbed by the missile. The 
irradiances include solar, laser, or other missile structural com- 
ponents that radiate their energies into the line-of-sight of the 
control volume. Energy can either be lost or gained to the local 
ambient and to other sources through both convection and 
radiation. 

For the control volume shown in Fig. I .  the energies leaving the 
control volume are summed and subtracted from the sum of 
energies entering the control volume. This is done for both the 
internal and external surfaces of the control volume, as well as 
for surrounding surfaces that conduct heat to or away from the 
control volume. This difference is then equated to the rate of 
change of the energy in the control volume, resulting in the 
following energy balance considering the inner and outer sur- 
faces as well as surrounding structures for conduction: 

(1) 

In Eq 1, each of these energy terms needs to be replaced by an 
equivalent expression to allow for the calculation of either the 

- d(mu) -- 
dt 

transient or steady state temperature of the control volume. Each 
of these terms will be defined with an associated expression 
related to the temperature of the control volume. 

INTERNAL ENERGY 
On the right-hand side of Eq I ,  the rate of energy change in the 
control volume is defined as the time rate of change of the mass 
in the control volume multiplied by the internal energy per unit 
mass. From thermodynamics, the temperature within thecontrol 
volume is related by the following expression: 

where, C, is the specific heat under constant volume. For solids 
not undergoing any changes in phase, the specific heat under 
constant pressure, C,, is approximately equal to C,. Equation 2 
can be substituted into the right-hand side of Eq 1 to obtain 

dT dm 
dT dt dt 
do = mC, - +TC, - (3) 

For many analyses related to missile structures, where the mass 
of the control volume remains unchanged, the rate of energy 
within the control volume is defined as follows: 

(4) 

FOURIER'S LAW OF CONDUCTION 
Heat transfer by conduction is the transfer of energy through the 
movement of molecules in solids, liquids, or gases. As shown 
in Fig. 2, when a structure is heated at one end, a temperature 
profile along the structure can be predicted using Fourier's 
Conduction Law. Fourier's Law is: 

dT 
dx 

Q,=-kA,- 

TEMP ER ATU RE - STRUCTURE 
I 

Y I *  T1 'T2 

I I INSULATEDSTRUCTURE . .  

Am 

\ /  
- f i -  

kl 

X 
ENERGY 

CROSS-SECTION 

Qm 

I I  MR94-2091-OMA I 
Fig. 2 Conduction Heat Transfer Through a Structure 
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The minus sign is due to the convention that the heat flow is 
positive in the direction of heat flow. 

Typical values for the thermal conductivity of metals, nonmet- 
als, liquids, and gases are given in Table 1. The thermal 
conductivity of specific materials can be found in Ref. I .  

Table 1 Typical Values for Thermal Conductivities 

TYPE 

METALS 

NONMETALS 

LIQUIDS 

GASES 

IR4k2091MW 

MATERIAL AT 
300 K 

ALUMINUM 
STEEL 

GLASS 
PLASTICS 

WATER 
HYDRAULIC OIL 

HYDROGEN 
AIR 

THERMAL 
CONDUCTIVITY, 

WlmX 

200 
55 

0.8 
0.2 

0.6 
0.2 

0.2 
0.03 

MISSILE 
SUR FACE 

EXTERNAL 

SURFACE K 

Tk 

IN ANY GIVEN LINE-OF SIGHT, EACH INTERNAL SURFACE 
E>:CHANGES RADIATION WITH THOSE THAT IT SEES. 

AMBIENT BACKGROUND 
- -- - - - - - - - - - - - 

Ak TB 
Ek 
Tk EXTERNAL MISSILE SURFACE 

SURFACEK -m 
dQQA.5'rlQl .Ml7A 

RADIATIVE HEAT TRANSFER 
In radiative heat transfer, energy is transferred by electromag- 
netic emission and does not require a medium to exchange 
energy with. The energy emitted from a missile surface is 
obtained by Stefan-Boltzmann's Law: 

Q, = EOA,? ( 6 )  

I f  a missile source is exchanging radiant energy with another 
missile source, then the geometric orientation between the 
sources needs to be considered. As illustrated in Fig. 3, two 
sources are exchanging energy with one another. 

Radiative heat transfer is govern by Stefan-Boltzmann's Law. 
The exchange of radiant emission between two missile struc- 
tures or between a missile and its background is governed by the 
following equation: 

Q, = FA, o ( ~ "  - TJg) (7) 

where, the script F is the configuration factor relating the 
geometric orientation of the missile with respect to its back- 
ground, coupled with the respective missile and background 
emissivities (or reflectivities). For tables of configuration fac- 
tors for different geometry, refer to Ref. 2.  The temperatures of 
both the missile and the background are in degrees Kelvin. 

The solar irradiance incident on the surface of a missile is 
obtained through tables of solar irradiance (or insolation). Fig- 
ure4 shows typical values of solar irradiance for various portions 
>f the earth. Reference 3 contains a detail discussion of solar 
Zffects as well as tables of irradiances. The solar energy 
ibsorbed by a control volume, is obtained by multiplying the 
incident solar irradiance at altitude by the absorptivity of the 
wter surface of the control volume. This product is then 
multiplied by the dot product of the two unit normal vectors of 
:he sun and the control volume: 

Fig. 3 Exchange of Energy by Radiation 

Q = ~1 l&(iis Kw)A (8) 

where:, ns oncv =cos 8 between the sun and the control volume. 

The effect of solar heating can be evaluated using the amount of 
,solar irradiance incident on a missile. Since different coatings 
can beusedon missiles, the effects of solar absorptivity and long 
wave thermal emission often need to be evaluated at the same 
time. 

NEWTON'S LAW OF COOLING/HEATING-CONVEC- 
TION 
The heat transferred by convection is defined as the transfer of 
thermal energy by virtue of the motion of a gas over a missile. To 
analyze the rate of heat transfer by convection, Newton's Law of 
Cooling/Heating is used. Referring to Fig. 5, Newton's Law is 
as follows: 

Q, = hA (T- T,) (9) 

where., the recovery temperature, T,. is defined as follows: 

The Mach Number is defined as the ratio of the missile velocity 
to the local acoustical velocity of the air. The Mach Number is 
defined as: 

The plus sign in front of the convective heat transfer coefficient, 
h, in  Eq9, indicates that the heat flow is in the direction out of the 
surface: of the missile. I f  the direction of the heat flow is into the 
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Fig. 5 Newton's Law of Cooling 

missile, then the sign is negative. (This case occurs when Tr 
I S  greater than T.) 

The convective heat transfer coefficient is obtained through 
dimensionless numbers and correlations from test data. Typical 
heat transfer coefficients are presented in Table 2. 

Table 2 Range of Convective Heat Transfer 
Coeff icients 

MODE OF CONVECTION 

FREE CONVECTION OF AIR 

APPROXIMATE RANGE OF 
CONVECTIVE HEAT 

TRANSFER 
COEFFICIENTS, 

W/m 2-K 

5-30 I 

The altitude affects both ambient air temperature and the physi- 
cal properties of the air (density, viscosity, and Prandtl number). 

For ambient air, 
y=  1.4 

Turbulent and laminar flow requires 

Turbulent flow: r = (Pr)lj3 

Laminar flow: r = (Pr)I/* 

For Mach numbers less than 1.2, the missile fuselage tempera- 
ture can be approximated by the recovery temperature (Eq IO). 
For higher Mach numbers, the heat transfer coefficient must be 
calculated and an energy balance for the fuselage wall must be 
computed. The following procedure can be used to determine 
the heat transfer coefficient from a flat plate (a flat plate is 
presented for simplicity; for other geometries refer to Ref. 1). 

1. Atmospheric Temperatures and Properties 
Typical ambient temperatures as a function of altitude are 
presented in Table 3 (Ref. 4). Air properties as a function of 
temperature are presented in Table 5 (Ref. 4). 

2. The Reference Temperature 
The reference temperature at which the boundary layer proper- 
ties are evaluated is given by 

P = T m + 0 . 5  (T-Tm)+0.22 (Tr-T,) (12) 

Since this procedure involves an iterative solution, an initial 
estimate of the missile wall temperature needs to be made. A 
good first approximation for the missile wall temperature is as 
follows: 



ALTITUDE, 
km 

~~ 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

30 

45 

60 

75 . 
IR94-209 1-008 

0 

Table 3 Selected Properties of the Standard Atmosphere 
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TEMP, 
C 

15.00 

8.50 

2.00 

-4.50 

-1 1 .oo 
-17.50 

-24.00 

-30.50 

-37.00 

-43.50 

-50.00 

-56.50 

-56.50 

-56.50 

-56.50 

56.50 

-56.50 

-56.50 

-56.50 

-56.50 

-56.50 

-56.50 

40.00 

70.80 

-10.00 

SPEED OF 
SOUND, 

d S  

340 

336 

332 

329 

325 

320 

316 

312 

308 

304 

299 

295 

295 

295 

295 

295 

295 

295 

295 

295 

295 

295 

355 

372 

325 

Air properties are established at the reference temperature using 
Table 4. The accuracy of the recovery factor assumption is then 
checked and the recovery temperature recalculated if  necessary. 

3. The Reynolds Number 
The boundary layer Reynolds number is then calculated: 

* 
* p VL 

Re =* 

where, the density and viscosity are evaluated at the reference 
temperature. 

4. The Nusselt Number 
The average Nusselt number for a flat plate is then calculated 

PRESSURE 

x10'4, 

N/m2 

10.132 

8.987 

7.948 

7.010 

6.163 

5.400 

4.717 

4.104 

3.558 

9073 

2.642 

2.261 

1.932 

1.650 

1.409 

1.203 

1.027 

0.785 

0.749 

0.640 

0.546 

0.117 

0.107 

0.003 

0.0006 

DENSITY, 

kglm3 

1.226 

1.112 

1.007 

0.909 

Q.820 

0.737 

0.660 

0.589 

0.526 

0.467 

0.413 

0.364 

0.31 1 

0.265 

0.227 

0.1 94 

0.1 63 

0.141 

0.121 

0.103 

0.088 

0.019 

0.002 

33x1 0-4 

ax1 o - ~  

VlSCOSlTY 

kglm-s 
x105, 

1.780 

1.749 

1.717 

1.684 

1.652 

1.619 

1.586 

1.552 

1.517 

1.482 

1.447 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.418 

1.912 

2.047 

1.667 

based 011 the following correlations. For other geometries, refer 
to Ref. 1: 

Re* I IO7 : Nu* = 0.036 Pr*0.333 

(15) 
1071Re*1109:  Nu * = 0.277 Re* PY*0.333 

(loglo 

5. The Overall Heat Transfer Coefficient 
The overall heat transfer coefficient is obtained from the Nusselt 
number: 

h = Nu* ($) 
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TEMP, 
K 

200 
250 
300 
350 
400 
450 
500 
550 
600 
650 
700 
750 
800 
850 
900 
950 

1000 

R94-2091-009 

DENSITY, 

kg/m3 

1.7684 
1.4128 
1.1774 
0.9980 
0.8826 
0.7833 
0.7048 
0.6423 
0.5879 
0.5430 
0.5030 
0.4709 
0.4405 
0.4149 
0.3925 
0.371 6 
0.3524 

e 

Table 4 Air Properties at Sea Level 

SPECIFIC HEAT, 
W-skg-K 

1.0061 
1.0053 
1.0057 
1.0090 
1.0140 
1.0207 
1.0295 
1.0392 
1.0551 
1.0635 
1.0752 
1.0856 
1.0978 
1.1095 
1.1212 
1.1321 
1.1417 

6. The Missile Skin Temperature 
The missile temperature can be solved by an energy balance 
among heat sources, sinks, viscous dissipation, and radiation. 
An example of an energy balance on a missile structure is as 
follows: 

dT = m C v -  
dt (17) 

where, CQ, and I Q o  represents the heat into and out of the 
missile structure, respectively, from internal compartment heat- 
ing and cooling. &, is the energy absorbed by the missile 
structure. hA (T,-T) represents the aerodynamic heating of the 
missile. 0dP (T'- e,,+,) is the radiative cooling to the ambient 
sky temperature. Finally, mCv is the energy storage term. If 
the right hand side of Eq 17 is%t to zero, then a steady state 
solution is obtained. 

Having calculated the wall temperature. the reference tempera- 
ture, T*, is then checked using Eq 12 and another iteration is 
performed, if necessary. 

~~~ 

VISCOSITY, 
kg/m-s 

x 1 ~ - 5  

1.3289 
1.5990 
1.8462 
2.0750 
2.2860 
2.4840 
2.6710 
2.8480 
3.0180 
3.1770 
3.3320 
3.4810 
3.6250 
3.7650 
3.8990 
4.0230 
4.1520 

THERMAL 
CONDUCTIVITY, 

W/m-K 

0.01809 
0.02227 
0.02624 
0.03003 
0.03365 
0.03707 
0.04038 
0.04360 
0.04659 
0.04953 
0.05230 
0.05509 
0.05779 
0.06028 
0.06279 
0.06525 
0.06752 

Pr 

,739 
.722 
.708 
,697 
,689 
.683 
.680 
.680 
.682 
.682 
.684 
.686 
,689 
,692 
.696 
.699 
.702 

The procedure outlined above used a semi-infinite flat plate 
approximation for wall temperature calculation. The tempera- 
ture calculated is the average missile temperature for the length 
of the missile. I t  should be noted that, if the leading surfaces of 
the missile are highly blunted, the wall temperature on the 
forward surface approaches the stagnation temperature. The 
stagnation temperature is given by: 

Ts=Tw[I +($-!)Mi] 

REFERENCES 
1 .  Chapman, A., Heat Transfer, Macmillan Co., NY, 2nd ed., 

1964. 
2. Seigel, R. and Howell, J.R.,ThermalRadiation Heat Trans- 
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3. Kreith, S. and Kreider, J.F., Princides of Solar Enerq ,  
McGraw-Hill, 1981. 

4. Handbook of SuDersonic Aerodvnamics, Dept of the Navy, 
1953. 
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Infrared Intensities from Missiles 

SUMMARY 
Infrared (IR) intensities from missiles is presented as part of the 
NATO Advisory Group for Aerospace Research & Development 
(AGARD) special course on “Missile Aerodynamics.” The 
course focuses on the IR intensity components from a scene, 
including the emission and refections from a missile. Also 
includedis themissilesource intensity, backgroundintensity,and 
contrast intensity equations as well as theatmospheric attenuation 
equation. 

NOMENCLATURE 
AP 
A,,i 

C, 
Cz 
Elii = Earth radiance. W/sr-pm-m2 
E,,A = Solar irradiance, W/sr-pm-m2 
e, = Unit normal vector from the sun 
e, = Unit normal vector from the missile facet 
I,, = Spectral intensity of pixel I ,  W/sr-pm 
I:, = Spectral iptensity of pixel 2. W/sr-pm 
IC,* = Spectral contrast intensity, Wlsr-pm 
I,:, = Spectral earth reflected intensity, W/sr-pm 

= Spectral earth emitted intensity, W/sr-pm 
I,,,, = Spectral intensity of the horizontal sky, W/sr-pm 
li, = Spectral intensity entering atmospheric control 

= Spectral intensity of the lower sky, Wlsr-pm 
I<,,* = Spectral intensity leaving atmospheric control 

I.,* = Spectral solar intensity, Wlsr-pm 
I,,,, = Spectral intensity of the upper sky, W/sr-pm 
Ln,,, = Spectral radiance of the background seen in pixel 1. 

Wkr-pm-m’ 
Ln,* = Spectral radiance of the background seen in pixel 2, 

W/sr-pm-m’ 
Lr,, = Spectral radiance of the foreground between the 

missile and the E-O/IR system. Wlsr-pm 
LHS,* = Spectral radiance of the horizontal sky, Wlsr-pm 
LIS;& = Spectral radiance of the lower sky, W/sr-pm 
LUs,* = Spectral radiance of the upper sky, W/sr-pm 
S 
T = Temperature. K 
aa 
am 
E, = Spectral Emissivity 

n: = 3.14 ... 
P , ~ , ~ , ~  = Diffuse spectral reflectivity of the earth 
oa 
om 

= Area of the pixel, m2 
= Projected area of the missile’s j t h  facet in  the 

= Planck’s first constant, W-pmJ/m2 
= Planck’s second constant, pm-K 

line-of-sight of the E-O/IR system. m2 

volume. W/sr-pm 

volume, Wlsr-pm 

= Atmospheric path length, km 

= Absorption coefficient for aerosol components, I k m  
= Absorption coefficient for molecular components, l k m  

= Wavelength. pm 

= Absorption coefficient for aerosol components, I/km 
= Scattering coefficient for molecular components, I/km 

0 M. Engelhardt. 1994 

T , . ~  = Spectral atmospheric transmittance between the missile 

T ~ . ~  = Spectral atmospheric transmittance between the 

T ~ . ~  = Spectral transmissivity between the earth and the missile 
T ~ . ~  = Spectral transmissivity between the sun and the earth 

INTRODUCTION 
The components of the IR intensities from missiles include 
structural emissions and reflections. The emission is a function 
of missile temperature and emissivity. For a missile exposed to 
ambient conditions, the reflected components include direct solar 
reflections, earthshine (including both earth reflected solar inten- 
sity and earth self-emission), cloudshine, and skyshine. Each of 
thesecomponents will bediscussed based on adiffuse reflectivity 
consid,tration. 

For the missile’s propulsion system, there are also emission 
components from engine exhaust plumes and cavities. These 
emissions are also reflected from the missile. The emissions and 
reflections from engines and plumes will not be discussed. 

Since these IR intensity components will be propagated through 
the atmosphere to the E-OIIR sensor, an introduction to atmos- 
pheric iransmittance will be presented. When an unresolved 
missile is viewed by an E-O/IR sensor, then foreground and 
background radiances enter into the sensor’s view. Conse- 
quently. a discussion will be made of the influence of the 
background and foreground radiances vis-a-vis the IR contrast 
equation. 

EMITTED MISSILE INTENSITIES 
Emitted missile intensities are obtained from Planck’s Law by 
multiplying the black body radiance with the emissivity and the 
projected area of the missile (refer to Fig. I ) .  The projected area 
of the missile is projected into the direction of the viewing 
electro-optical (E-O)/IR sensor. To obtain the missile projected 
area, the missile is divided into small planar or triangular facets. 
The areas of each facet are computed, along with each corre- 
sponding outward normal vector. Observer orientations are then 
specified, along with a normal vector for each orientation. The 
dot product of the missile facet unit normal vector and each 
observer unit normal vector are then multiplied by the area of 
eachfacel. Thisproductresultsintheprojectedareaofthernissile 
in the line-of-sight of the observer. In certain specified lines-of- 
sight, part of a missile may block another missile part (for 
example, the tail may block part of the fuselage). In such cases, 
the parts of a missile that are hidden from the line-of-sight must 
be excluded from the calculation. Upon this exclusion, the 
resulting rnissileemittedintensity in aspecified line-of-sight is as 
follows: 

and the E-OAR system 

missile and the sun 

T, , ~ ~ ~ A  J C  I 
le,h= 5 (1) 

h [exp(Cz/hT)- I \  
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ATMOSPHERIC 
ATTENUATION 

MISSILE 
1R94-2090-001 A 

Fig. 1 Emitted IR Intensity from a Missile 

Reflected Solar Intensity 
ReferringtoFig. 2, thereflectedsolarintensityisobtainedby first 
propagating the solar irradiance through the atmosphere (the air 
between the edge of the atmosphere and the missile). The 
atmosphere will absorb part of the solar irradiance. The incident 
solar irradiance is then reflected by the missile. Once reflected, 
it is then partially absorbed by the atmosphere into the line-of- 
sight of the observer. Since the sun and the observer will both be 
oriented at different angular measurements to the missile, the dot 
products between the sun and the missile as well as between the 
missile and the observer need to be taken. The resulting solar 
reflection for the scenario results in the following equation: 

SUN 

RADIANCE 

lR94-2090-002B 

Fig. 2 ,Reflected IR Solar Intensity from a Missile 

A A  

where e, ej is the dot product between the solar unit vector and 
a missile facet unit normal vector. 

Reflection of radiant solar energy from a missile surface in the 
direction of the observer is composed of both specular and diffuse 
reflections. The solar intensity reflected from the missile is the 
product of the solar irradiance at the edge of the atmosphere, the 
atmospheric path transmittance, the missile geometric configura- 
tion factor, and the missile skin spectral diffuse reflectivity. 

For a typical airframe, the viewing aspects of interest with respect 
to solar reflections are the near nose-on, look-down and side-on. 
The directly reflected solar intensity is of significant interest 
under 3 pm, because 98% of the total solar irradiance incident on 
the surface of the earth is under 3 pm. (At 4 pm, 99% of the total 
solar irradiance is incident on the earth's surface.) 

Under many power flight conditions, solar heating effects are 
overwhelmed by aerodynamic heating effects. However, when 
thermal control devices are integrated into missile structures, the 
effect of solar heating needs to be accounted for in thermal heat 
balances (particularly for high-altitude subsonic missiles with a 
coating whose solar absorptivity is high). 

REFLECTED EARTHSHINE AND CLOUDSHINE 
Reflected earthshine and cloudshine consists of two components: 
the reflected direct thermal emission from either the earth or 
clouds, and the indirectly reflected solar irradiance from either the 
earth or clouds to the missile. Figure 3 illustrates these two 
components for the earth. The earth emission rate varies with 
season and latitude. The earth can be considered to be a uniform, 
diffuse emitter. The earth intensity is composed of the earth 
emitted and solar diffuse reflected energies. The emitted earth 
intensity reflected from the missile is the product of the black 
body (Planck's Law) earth emission, the earth emissivity, the 
missile's geometric factor, the missile's diffuse reflectivity from 
measured data. and the associated atmospheric transmissivity. 
The reflected solar energy from the earth is the product of the 
atmospheric-transmitted solar energy, the earth diffuse reflectivity, 
the missile geometric factor, the diffuse missile reflectivity, and 
the associated atmospheric transmissivity. The reflected earth- 
shine from a surface is presented in the following equation: 

The earth spectral reflectance varies significantly under 5 pm 
where earth solar reflections are significant, but varies less in the 
8- to 12-pm band (except for rock and gravel) where thermal 
emission is significant. Water backgrounds must consider wave 
heights, salinity, and percent ice formation when measuring 
ocean spectral reflectance properties. Earth surface temperature 
variations havea moresignificant impact on background radiance 
than the earth's surface emissivity variations. 

A n  analytical expression for cloudshine is analogous to Eq 3 
except that the temperature of the cloud is assumed to be in 
equilibrium with its atmospheric surroundings. This atmos- 
pheric temperature is used in Planck's Law along with the cloud 
emissivity and area to obtain the intensity leaving the cloud. 
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Fig. 3 Reflected Earthshine from a Missile 

REFLECTED SKYSHINE 
The reflected skyshine component is composed of scattered solar 
radiation and thermal emission from atmospheric constituents. 
The skyshine components can be categorized into solar and 
thermal spectral regions. The reflected skyshine intensity is the 
product of the atmospheric radiance, missile aspect-dependent 
geometric factor. atmospheric transmittance between the missile 
and observer, and the missile diffuse spectral reflectance. 

Sblar scattering is dominant under 3 pm, whereas thermal emis- 
sion dominates at wavelengths longer than 3 pm. The skyshine 
radiance is incident upon the missile from all directions. TO 
reduce the computing complexity of this incident radiance, each 
facet of the missile model is assumed to be isotropically irradiated 
by the sky radiance as viewed along the direction normal to the 
facet. The magnitude of the radiance viewed by any particular 
facet is approximated by a weighted average sky radiance in three 
standard, mutually orthogonal directions. These relations are as 
follows: 

If solar :scattering is ignored, the atmospheric radiance is uniform 
in the horizontal plane. Consequently, only three directions are 
considered when calculating the orthogonal sky radiances: up, 
down, and a single horizontal direction. However, when solar 
scattering is included, all SIX orthogonal directions must be 
considered. 

For sky radiance calculations, it can be assumed that the missile 
reflects diffusely. The resultant irradiance of all facets that can 
be seen is then reflected to the observer. 

ATMOlSPHERIC TRANSMISSION 
Withclouds in theFOV, theatmospheric transmittance is signifi- 
cantly degraded as compared to the atmospheric transmittance in 
a cloud-free line-of-sight (CFLOS) with aerosols. 

The atmosphere is made-up of different molecules and aerosols 
that attenuate and radiate IR energies. Some of these molecules 
absorb and scatter energy as it travels through the atmosphere. 
The molecules that attenuate (absorb and scatter) and radiate 
(emit and scatter) electromagnetic energy include water vapor, 
carbon dioxide, ozone, nitric oxide, carbon monoxide, oxygen, 
methane, and nitrogen. Also, components such as dust and 
aerosols contribute to both atmospheric transmittance and radi- 
ance. Consequently, when a source emits energy, the surround- 
ing atmosphere reduces that energy as the energy travels (propa- 



4-24 

gates) through the atmosphere. In general, the longer the atmos- 
pheric path, the more the source intensity will be attenuated. 
Also, the denser the atmosphere the lower the transmittance - 
depending on wavelength and the constituents found in the 
atmospheric path. Both the atmospheric attenuation and radiance 
arc spatial (latitude, longitude, and altitude) and temporal (time) 
dependent quantities. 

Figure 4 illustrates a control volume of atmospheric constituents. 
When energy propagates through this control volume, some of it  
is absorbed and scattered by the constituents or species. Through 
measurements, i t  has been determined that this attenuation of 
radiation can be determined from the following relation: 

where, the minus sign indicates a loss of energy as the energy 
propagates through the atmospheric path. In Eq 7, a and s are the 
absorption and scattering coefficients, respectively, which are 
found experimentally. The subscripts m and a refer to molecular 
and aerosol components. The sum of the absorption coefficient 
and the scattering coefficient is often defined as the extinction 
coefficient, K. There are three forms of theextinction coefficient. 
The first form represents the total of the molecular and aerosol 
coefficients. the second represents the sum of the absorption and 
scattering coefficients due to molecular effects, and the third 
represents the sum of the absorption and scattering coefficients 
due to scattering effects. 

ABSORBED & 

1R94-2090-004A 

Fig. 4 Control Volume Used in Atmospheric 
Absorption & Scattering 

Both the molecular absorption coefficient, am, and molecular 
scattering coefficient. sn,. depend on the number density of 
molecules in the control volume. In addition, the molecular 
absorption is also a function of atmospheric temperature, pres- 
sure, and wavelength. The molecular scattering coefficient has 
been found to be approximately inversely proportional to the 
wavelength to the fourth power ( I /  h )". 

The aerosol absorption coefficient, a, ,  and aerosol scattering, 
coefficient, are both functions of wavelength, the number 
density of aerosols inacontrol volume, the size distribution of the 
aerosols, and the complex index of refraction of the aerosols. 

Since both molecules and aerosols vary in temperature and 
pressure, then altitute, latitude, and longitude will have an affect 
on the attenuation. In addition, since the atmosphere is dynamic 
in nature, both absorption and scattering coefficients are also 
time-dependent for both molecular and aerosol types. 

There are two standard aerosol models used to determine the 
effects of aerosols on attenuation: the 23-km visibility model (or 
clear atmosphere) and the 5-km visibility model (or hazy atmos- 
phere). Figure 5 illustrates these two models. For both atmos- 
pheric models, the aerosol size distribution at all altitudes is 
assumed to be the same, The difference between the two models 
is the particle density in the first 4 km of the atmosphere. 
Consequently, at altitudes of 5 km or greater, the particle density 
is the same. 

100 kn 

- 

23 kn 

i 
5 km 

ABOVE 5 km, 
BOTH MODELS 
ARE EQUAL 

23 km 
VISIBILITY 
MODEL 

5 km VISIBILITY MODEL 

EARTH 
dR94-2090-005 

Fig. 5 Atmospheric Aerosol Models 

Equation 7 is rearranged and integrated over the path length to 
yield Bouger's Law. 

(8) 

In Eq 8, I,,L represents the intensity entering ('into') into the 
control volume, while Io, represents the intensity leaving ('out 
o f )  the control volume for a defined atmospheric path, ds. 
Bouger's Law can be applied to any attenuating medium and 
states that, as radiation propagates along adefined path, it  will be 
attenuated exponentially. The molecular and scattering coeffi- 
cients are found experimentally for a defined atmospheric path. 

To determine the atmospheric transmittance, three parameters 
must be known: the atmospheric path length, the spectrally 
dependent absorption and scatteringcoefficients, and the equiva- 
lent absorber density for a given atmospheric path. The last two 
parameters are determined empirically using measured data over 
a known path. 

I,, = Ii.* exp (- [(a + 0 I,,, + (a + 0) a 1 AS1 
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Atmospheric transmittance is defined form Bouger’s Law as the 
intensity leaving a specifically defined control volume to the 
intensity entering the control. By definition, the transmittance is 
obtained from Eq 8 as: 

(9) 
10.1 

ti. 1 
TI= - 

In general, the atmosphere is divided into path lengths, each 
having measured properties as a function of altitude. Further- 
more, to obtain the variation in latitude and longitude, the 
atmosphere is divided into defined regions. These regions 
include tropical, mid-latitude, polar, arctic, and specifically de- 
fined regions. To determine the quasi-transient effect, each 
region is further subdivided into winter and summer, e.g., tropi- 
cal winter and tropical summer. Atmospheric data for specific 
days are usually recorded when performing outdoor measure- 
ments. In such measurements, the transmittance is measured 
between the source and the observer at multiple viewing aspect 
angles representing different atmospheric paths. The measured 
absorption and scattering coefficients are used in Bouger’s Law 
to determine the transmittance along a path length. A standard 

cornputer code like LOWTRAN (Ref. I )  can be used to make 
these computations. 

BACKGROUND AND FOREGROUND RADIANCES 
The types of background radiances seen by an observer are 
dependent on the observer’s position. An observer viewing in a 
direction below the horizon sees either the earth or a cloud layer 
in the background, along with atmospheric radiance occumng 
between either the earth or a cloud and the missile. The earth 
background spectral emission and reflection radiance compo- 
nents are computed as gray body earth emission and diffuse 
reflection of earth incident solar radiation, respectively. As 
shown in Fig. 6, (for a look-up viewing aspect angle) these 
components are attenuated through the atmosphere to the ob- 
server, and the atmospheric radiance contribution is added to 
produce the total background radiance. If either the earth or a 
cloud is not in the field-of-view (FOV), then the background 
radiance consists solely of atmospheric radiance. 

Foreground radiance refers to the atmospheric radiance between 
the observer and the missile. The atmospheric foreground 
radiance is more important to consider in the 8- to 12-pm portion 

Fig. 6 Foreground & Background Radiances & Skin Emission & Reflection Components 
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than in the 3- to 5-pm portion of the spectrum. Foreground 
atmospheric radiance is higher in the summer than in the winter 
due to the higher atmospheric temperatures along a line-of-sight 
(LOS) between the missile and sensor. 

INFRARED CONTRAST INTENSITY 
An E-O/IR sensor detects a missile based on a contrast difference 

intensity in one pixel from that in another pixel and compares the 
differences. 

Two pixels are illustrated in Fig. 7; one pixel contains a missile 

computed by multiplying the atmospheric path radiance by the 
area of the pixel. This intensity is represented as: 

I 
I intensity while the other does not. In pixel 2-3, the intensity is 

calculation. The E-O/IR detector views two different FOV (or 
two different pixels) and measures the intensity in each. To 
determine thecontrast, theE-O/IR system processor subtracts the 
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I In pixel 3-4, (in Fig. 7), the IR intensity is computed by consid- 
ering the following three components: 

The source intensity - The missile source intensity includes 
reflected and emitted source intensity components that are 
attenuated by the atmosphere 
The unacciclted background intensity - The unacculted back- 
ground intensity includes the atmospheric path radiance (in- 

area in the FOV. A typical missile is usually divided into planar 
surfaces known as facets that are summed as projected areas 
into the LOS of the E-OAR system. The projected area of a 
facet is obtained by multiplying the planar area of the facet by 
the dot product of the outward normals from the facet and the 
E-O/IR system 
The foreground intensity - The foreground intensity is the 
product of the atmospheric foreground radiance (between the 
missile and the E-O/IR system) and the projected area of the 
missile in a given line-of-sight. 

I 

I 
I cluding earth or cloud radiances) multiplied by the unacculted 

I 
1 The intensity for pixel 2 is: 

In Eq 1 I ,  
as well as the transmitted-reflected solar, earthshine, and 
skyshine intensities (Eq 1 through 6). 

The intensities computed in pixels 1 and 2 are then subtracted 
from one another (Eq 11 minus Eq 10) to obtain the following 
contrast (difference: 

includes the transmitted-emitted missile intensity 

In Eq 12, the prime superscript represents the background radi- 
ance related to pixel 2-3. In Eq 12, the IR contrast can either be 
positive, negative, zero, orany combination in the spectrum. This 
depends on the magnitude of the missile intensity and the differ- 
ence between the background and foreground intensities. In Eq 
I O  and 1 I ,  i f  the background radiances are equal to one another, 
then Eq I2 becomes 

n 

L A =  I,A-(LB.I-LF.A) AS., (13) 
I J =  I 
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HIGH ANGLE OF ATTACK AERODYNAMICS 
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ABSTRACT 

The demand for continually increased performance of missiles and aircraft leads to 
considering flight at very high angles of attack where control is very difficult. 

This is mainly due to the shedding of asymmetric vortices from the forebody, producing 
side forces even at zero sideslip. 

The purpose of this paper is not to make a review of missile aerodynamics at high angle 
of attack (for that, see for example [ l]), but to focus on an understanding of the phenomena 
which give rise to asymmetric vortices, from an experimental as well as a theoretical point 
of view. 

1. INTRODUCTION 

The demand for increased maneuverability of fighter 
aircraft and missiles leads to considering flights at 
much higher angles of attack than before. 

For instance, during fighter aircraft dogfights or the 
tilting sequence of a vertically launched missile, the 
angles of attack can be up to 50 degrees or even more 
(fig. 1). 

In this flight domain, the flow around missiles or 
aircraft is very complex. It is characterized by the 
presence of very large separated regions with strong 
vortex sheets propagating from the nose of the vehicle. 

Above a certain angle of attack, these forebody vortices 
develop asymmetrically (fig. 2) even on a symmetric 
configuration at zero sideslip. They give rise to 
spurious aerodynamic forces and moments that are 
difficult to control. 

To illustrate this problem, figure 3 shows that side 
forces appear at angles of attack of more than 20 
degrees on a simple body of revolution and can exceed 
the lift at around 50 degrees, even with zero sideslip. 

If there are wings attached to the fuselage, the 
asymmetric vortices generate on the wings even larger 
spurious forces and moments. For instance, for a 
missile type configuration, figure 4 shows that the 
induced roll moments are so strong that the control 
surfaces are incapable of controlling them. 

Similarly, figure 5 demonstrates the importance of 
yawing moment induced on a fighter aircraft 

configuration compared with that created by deflection 
of the rudders. 

Furthermore, for those who have doubts about the real 
existence of such asymmetric flows on symmetric 
corifigurations and believe that they only occur in wind- 
tunnels, it should be pointed out that the same types of 
problems were identified in flight, for instance on the 
NClRTHROP F5F aircraft in the mid-1970s [l], figure 
6 .  

The existence of asymmetric flows at high angles of 
attack has been known for nearly 40 years [2], but it is 
only in the last 25 years, after wind-tunnel testing on 
realistic missile and fighter aircraft configurations 
showed that flight control at high angles of attack 
became very difficult or even impossible, that a large 
amclunt of work has been conducted on the problem. 

Initially, the work was experimental and was first 
aimed at quantifying the phenomena. Then it was 
attempted to gain a better understanding of them, 
min:imize their effects and finally control them. 

Theoretical work (in particular Navier-Stokes 
computations) has only been undertaken in the last few 
years, again for the purpose of understanding these 
comjplex flows. 

The literature on the subject is very abundant. In 
particular can be mentioned the synopsis documents of 
ERICSSON and REDING [3], [4] and MALCOM [5] .  

Based on all this work, we propose herein in a first 
part to at least partially answer three basic questions: 

Presented at an AGARD Special Course on ‘Missile Aerodynamics’, June 1994. 
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- WHY does the flow become asymmetric? 

- WHEN do these phenomena occur? 

- HOW can their effects be minimized or controlled? 

In a second part, the situation relative to prediction 
methods and especially to numerical simulations of 
such flows will be reviewed. 

2. BACKGROUND 

First of all, it should be noted that we will essentially 
be concerned here with flows around bodies of 
revolution, representing missile or fighter aircraft 
forebodies. In effect, as we surmised and as will be 
developed below, the spurious side forces are generated 
by vortices shed from the fuselage nose, i.e. on shapes 
that are axisymmetric in the case of missiles and very 
nearly so (rounded shapes with a plane of symmetry) 
for aircraft. 

Before analyzing these complex phenomena related to 
high angles of attack in detail, the flows occurring on 
a body of revolution according its angle of attack 
should be recalled (fig. 7). 

At very low angles of attack (a I 5 degrees), the flow 
remains attached to the fuselage and the axial 
component of the flow predominates, although the 
transverse component is already responsible for 
thickening of the boundary layer on the leeward side. 
The potential flow theory generally accounts 
satisfactorily for this first flow state and the forces that 
develop, such as for instance a lift that varies linearly 
with the angle of attack. 

At moderate angles of attack (5 degrees I a I 25 
degrees), the crossflow becomes increasingly 
important, and, under the effect of positive transverse 
pressure gradients, the boundary layer separates on the 
leeward side of the fuselage to give rise to two 
symmetric vortex sheets. The lift then increases 
nonlinearly with a so-called vortex lift term. 

For even higher angles of attack up to around 60 
degrees, the leeward vortices develop asymmetrically 
giving rise to spurious side forces. We will see below 
why these vortices are asymmetric. 

For very long bodies, there can be several pairs of 
asymmetric vortices. This is because one of the first 
two asymmetric vortices moves faster away from the 
fuselage than the other, until the vortex sheet separates 
to give a free vortex. A new vortex sheet then forms 
along the fuselage. This process is repeated alternately 
all along the fuselage. Seen from the rear, this vortex 
structure resembles the well-known Karman vortex 
street. However, the influence of the axial flow is still 
strong enough to ensure that this complex structure 

remains stable over time. The distribution of side 
forces therefore is sinusoidal (fig. 8), and each 
maximum corresponds to the detachment of a vortex 
sheet. 

On pointed bodies, the vortex asymmetry usually 
begins at the nose, and the rate at which the vortices 
are shed increases with the angle of attack. This can be 
seen figure 9, which presents local side force 
distributions. When a increases, the alternating side 
force cells are smaller and smaller which corresponds 
to an increase of the vortex shedding frequency. 

To describe this vortex shedding process, a time-space 
equivalence between the Von-Karman unsteady 
asymmetric wake in 2D flow and the steady 
asymmetric vortex pattern in 3D flow can be made 
~ 3 1 .  

According to the definition of the Strouhal number, and 
to the sketch of flow pattern illustrated in figure 10, 
this yelds for the distance between two successive 
peaks of the side force distribution to the relation: 

Axmax / D = 1 / (2.S.tana) 

where S is the Strouhal number. 

Figure 11 shows that this analogy is quite in a good 
agreement with experimental results obtained at 
ONERA on a pointed ogive-cylinder and that it gives 
the correct trend. 

It should be noticed that for blunted nose bodies, a 
second type of vortex shedding occurs (figure 12). The 
asymmetric vortices develop first at the rear of the 
body, and the alternating vortex shedding does not 
occur as readily; thus the side force cells are much 
larger and can cover the entire cylindrical aft body. 

Finally, for very large angles of attack, the flow 
become disorganized and turns into an unsteady flow of 
the wake type, like that found on a cylinder in 
crossflow. 

3. WHY DOES THE FLOW BECOME 
ASYMMETRIC? 

Several mechanisms were suggested as being 
responsible for the asymmetric vortices on 
axisymmetric bodies in recent years. They are 
investigated below. 

The first, fully viscous in origin, is based on the fact 
that when the angle of attack increases, the vortices, 
initially symmetric, degenerate into asymmetric 
vortices because the separation lines on either sides of 
the fuselage become asymmetric. It is as if there were 
a laminar type separation on one side and a transitional 
or turbulent separation on the other. It is well known 



5-3 

that on a cylinder in a crossflow, this leads to 
variations of around 50 degrees in the angular position 
of the separation line. 

However, this hypothesis is not consistent with the 
effect of the Reynolds number, which has been 
investigated experimentally. In effect, according to this 
hypothesis, it is in the region where the Reynolds 
numbers are critical (i.e. at the transition of the flow 
from laminar to turbulent) that these phenomena should 
be the most pronounced. But the many experiments 
conducted in this range, such as the work of LAMONT 
[6] shows that the side forces are smallest in this region 
(fig. 13) whereas they are very large at low Reynolds 
numbers where the flow is completely laminar. 

In addition, by simple inviscid fluid computations 
(potential flow + vortex line model), FIDDES [8] 
showed that with this hypothesis of asymmetric 
separation lines, it was not possible to generate induced 
side forces of the same order of magnitude as those 
measured in wind-tunnels. The forces generated are too 
small. 

The second mechanism suggested, which currently 
seems the most plausible, is of inviscid origin and is 
related to the unstable character of the flow. 

More specifically, it is assumed that above a certain 
angle of attack, it is no longer possible for two strong 
contrarotating vortices to coexist symmetrically. A very 
small perturbation (inhomogeneous upstream flow, 
slight geometrical defect, etc.) is then sufficient to 
cause the vortex system to go from an unstable 
symmetric state to a stable asymmetric state. 

This flow instability mechanism was revealed 
numerically by FIDDES, again in reference [8]. In 
particular, he showed that solutions of the second 
family (by contrast with the first, corresponding to an 
asymmetric state of the separation lines) appeared 
above a certain angle of attack and led to very large 
side forces of the same order of magnitude as those 
measured in wind-tunnels (fig. 14). 

Similarly, several recent papers [9], [lo] and [ l l ] ,  
discuss stable asymmetric solutions in Navier-Stokes 
computations. 

It should also be noted that asymmetric vortex sheets 
on symmetric configurations are also encountered on 
delta wings at high angles of attack [12], whereas the 
separation lines are symmetric (sharp leading edges of 
the wing). 

So, we may conclude that it is not an asymmetry in the 
separation lines that is responsible for the formation of 
asymmetric vortices, but rather an instability in the 
flow. However, this has the consequence that the 
separation lines will not necessarily remain symmetric 

(fig. 8). 

The mechanism triggering these phenomena may 
originate mainly from two sources: the upstream flow 
and/or the forebody. 

Concerning the upstream flow, a global defect in flow 
symmetry can first be imagined, i.e. a slight sideslip. 
Firstly, it is not this sideslip, which does not exceed a 
few degrees in standard wind-tunnels, that is 
responsible for the side forces. As we saw above, the 
side forces may exceed the lift on a body of revolution, 
at an angle of attack of around 50 degrees. Secondly, 
experiments [5] showed that the sign of the side forces 
is not altered by either a positive or a negative sideslip 
(fig. 15), at high angle of attack. 

Another source of upstream flow irregularity is the 
turbulence. 

According to the experiments conducted by HUNT and 
DEXTER [13] in two wind-tunnels, one highly 
turbulent (0.7%) and the other rather quiet (0.01 %), it 
was observed that turbulence could in certain cases 
cause an asymmetry of the flow, but only randomly 
with no stability (fig. 16a, 01 = 30 degrees) or that it 
could destroy the stable character of the asymmetric 
flow (fig. 16b, 01 = 50 degrees). 

This means that the upstream flow is clearly not 
responsible for these asymmetries, and it is now 
generally accepted that microscopic irregularities of the 
forebody geometry are what trigger this process of 
asymmetric vortices. 

This was shown experimentally by various authors [6], 
[7], [14], [15] and [16] when investigating the effect of 
roll orientation of the model. In effect, when the model 
rotates about its axis of symmetry, the side forces are 
generally observed to oscillate about two extreme 
symmetric values (rt I cYmax I 1. 
More specifically, it was demonstrated by the author 
[16] that on a very smooth model (mean roughness 
Ra == 0.1 pm), the side forces alternated between 
f I CYmax I during a complete revolution of the model 
(fig. 17a). This means that even on this almost perfect 
model, there must have been a microscopic irregularity 
that lcaused the asymmetric vortex system to arise in 
one direction or in the symmetrically opposite 
direction. In addition, this figure shows the stable 
character of the asymmetric flow through ranges of 
about 180 degrees, which may correspond to a location 
of the: microscopic irregularity either on the right or on 
the left side. 

By contrast, on a very rough model (fig. 17b), there 
are an infinity of "triggers", and for this reason, the 
flow seems less stable and the side force versus the roll 
orientation varies much more randomly even though it 
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is relatively reproducible. 

To stabilize the flow in a given asymmetric position, a 
small excrescence can be added on the model nose 
[ 141. However, this excrescence should be placed in 
the vicinity of the very tip of the nose, since that is this 
region which controls the flow (fig. 18). 

When numerically simulating these flows [9], [ 101 and 
[ l l ] ,  stable asymmetric solutions are obtained by 
adding a small surface imperfection which does not 
moreover disturb the flow at moderate angles of attack 
(stable symmetric solution). 

It should be emphasized that although it is not possible 
a priori to predetermine the direction of these side 
forces, they are fully reproducible as is shown in 
figures 17 and 19 giving the measurements made in 
fixed positions or variable positions of the model. 

I As was seen above in highly turbulent wind-tunnels, 
and as is also the case for very rough models, a certain 
flow instability can be observed, in particular in the 
vicinity of the critical Reynolds numbers. This may be 
explained by the fact that these two parameters 
(turbulence, roughness) play a basic role in transition 
of the boundary layer and the side forces are then 
strongly dependent on its nature. 

However, even under stable flow conditions, a certain 
fluctuation is always observed in wind-tunnel, 
especially when the model support system is flexible. 
This is particularly true when measuring the overall 
forces with a balance (fig. 20). It should however be 
noted from this figure that the force oscillations never 
cause the flow to go from one state of equilibrium to 
the symmetrically opposite state. 

4. WHEN DO THESE PHENOMENA OCCUR? 

After analyzing the mechanisms leading to the 
appearance of side forces at high angles of attack, we 
must now examine whether these phenomena always 
occur according to the flight domain considered, i.e. 
according to the values of  

- angle of attack, 
- Mach number, 
- Reynolds number. 

As we already saw, the angle of attack has to reach a 
certain level (ao = 25") for asymmetric vortices to 
occur. 

More precisely, this angle of attack depends on the 
shape of the forebody and the length of the fuselage 
[17], [18]. It is therefore generally observed that the 
slenderer the ogive or the longer the fuselage is, the 
lower a0 is (fig. 21). 

In addition, this limit angle of attack appears to be 
lower in a turbulent flow (with a high Reynolds 
number) than in a laminar flow or, which is equivalent, 
on very rough surfaces (fig. 22). 

As concerns the Mach number, it is generally observed 
that side forces only occur for subsonic Mach numbers 
[ 191, [20], which is unfortunately the flight domain in 
which maneuvers at very high angles of attack are 
required. 

For instance, figure 23 shows that although the side 
force is very large up to Mach 0.5, it is already much 
lower at Mach 0.8 and has almost disappeared at Mach 
1.15. 

The near absence of asymmetric flows at supersonic 
speeds is explained by the fact that the crossflow Mach 
numbers are high at the angles of attack considered and 
are such that shocks appear on the leeward side of the 
fuselage, making flow separations symmetric. This is 
shown in figure 24 containing many experimental 
results presented as maximum side force versus 
crossflow Mach number. A drop in CY,,,= above Mach 
0.5 is clearly visible. 

Referring to the diagram showing the angle of attack 
versus the Mach number in figure 25, it is clear that 
the range of appearance of side forces is limited to 
subsonic Mach numbers, for the angle of attack range 
considered and the limit MO sin CY 10 .5 .  

The third major parameter for these phenomena is the 
Reynolds number. Its influence was mainly investigated 
by LAMONT [6], [21], [22] and the author [23]. Their 
results showed that large side forces occurred just as 
well at low Reynolds numbers (laminar flow) as at high 
Reynolds numbers (turbulent flow), figures 13 and 26. 

However, there is an intermediate range where the side 
forces are very small or 'even disappear, corresponding 
to Reynolds numbers of around 0.5 to 1x106, i.e. when 
the boundary layer is in a transitional state. The shape 
of the Cy curve versus the Reynolds number (fig. 27) 
is then similar to that of the drag coefficient of a 
cylinder in a crossflow. 

The absence of significant side forces at critical 
Reynolds numbers is explained by the fact that since 
the boundary layer separates so late on the leeward 
side, firstly the vortex sheets are not well formed and 
are weak, but secondly, the separation asymmetry only 
affects the pressures in a region (4 > 140") where 
they are relatively ineffective in producing a side force. 
This also explains why the lift is low in this range of 
Reynolds numbers. 

Figure 27 also shows that the maximum side force 
occurs around Re, = 0 .45~10~  i.e. within the limit of 
subcritical and critical Reynolds numbers. In this case, 



5-5 

the boundary layers on the two sides of the fuselage are 
probably not in the same state (laminar on one side and 
transitional on the other). Although this does not cause 
the asymmetry, as we saw above, it provides the 
maximum differential in the separation location 
(4 = 80" to 140") and so the maximum pressure 
differential on opposite sides of the body. 

In addition, observing the longitudinal distribution of 
local side forces (fig. 28), it can be seen that for this 
Reynolds number (Re, = 0 . 4 4 ~ 1 0 ~ )  it has a shape 
somewhat different from the others. That is, the CYlocal 
is generally sinusoidal (because of vortex shedding) 
whereas it never changes sign at this Reynolds number. 
This gives a very large total force integrated along the 
length of the fuselage. According to ERICSSON [4], 
this phenomenon may be due to a moving wall effect, 
particularly pronounced at critical Reynolds numbers. 

This phenomenon is well known for a rotating cylinder 
in a crossflow [34]. A Magnus force is created by the 
spin, due to the asymmetry of the separation points. 
However, in the critical flow regime, this force has the 
opposite sign and is much higher than what occurs in 
a subcritical or a supercritical flow, because of a 
change in the type of separation (fig. 29). 

For the experiment considered, it is sufficient for the 
model to have a slight conical motion in wind-tunnel (a 
setup not entirely rigid, excited by aerodynamic effects) 
for the boundary layer separations to be greatly altered 
and to occur asymmetrically and continuously over the 
full length of the fuselage. 

5. HOW CAN THE ASYMMETRIC VORTEX 
E M C T S  BE REDUCED OR CONTROLLED? 

Because of the flight conditions (angle of attack, Mach 
number, Reynolds number) for which maneuvers at 
high angles of attack are considered, such spurious 
forces caused by asymmetric vortices will always exist. 

To allow control, it is necessary to find a favorable 
geometry to minimize these effects. 

At the same time, it could be attempted to put these 
phenomena to use for flight control. 

These two points are developed below. 

5.1. How Can the Effects of Asymmetric Vortices 
Be Reduced? 

As was seen above, asymmetric vortices arise on the 
fuselage nose, which means that the shape of the 
forebody has a large influence on these phenomena 
[201, P I .  

To reduce the side forces, the ogive should be short 
and slightly blunted (fig. 30). Moreover the angle of 

attack at which they appear will be greater. 

Another way of reducing the effects of asymmetric 
vortices could be to make them symmetric or to 
destabilize them. 

I:n the first case, strakes [4], [24] or trips [25] can be 
added on either sides of the fuselage (fig. 31). But they 
niust be located as close as possible to the tip and must 
be symmetric with respect to the plane of incidence. 
Otherwise, the side forces could be even larger than on 
a smooth ogive. This requires accurate control of the 
aircraft or missile and is therefore generally not 
possible for a missile which must be able to maneuver 
in any direction (bank to turn). 

Among the devices that could destabilize the vortex 
sheets can be mentioned: 

. nose booms [24], 

. vortex generators on the ogive [26], 

. jet blowing [5], [27], [28], 

. spinning nose with strips [29]. 

The first three devices are not very effective and the 
third is too sensitive to flight conditions. Only the last 
device (fig. 32) appears able to substantially reduce the 
side forces, but it is more complicated technologically 
(spinning of the nose). 

When attempting to optimize the global configuration 
of an aircraft, and even more especially for a missile, 
some wing configurations appear preferable from the 
standpoint of side forces at high angles of attack. This 
is tirue, for instance, of a configuration with wings 
located very far forward (fig. 33). In this case, the 
forebody vortices do 'not have time to develop before 
encountering the wings which make the flow symmetric 
again. 

5.2. How Can the Vortices Be Controlled? 

As we already saw, the presence of asymmetric 
vortices developing on the forebody means that many 
aircraft or missiles required to operate at high angles of 
attack are uncontrollable. This gave the idea of using 
these vortices, responsible for the problem, to control 
the vlehicle, in particular aircraft. 

Several techniques for "manipulating" or controlling 
the forebody vortices have been considered and tested 
in wind-tunnels [5] .  They are all based on modifying 
the fuselage nose to control separation. 

The following can be mentioned in particular: 

. strikes that are retractable or rotatable [SI, [31], 

. blowing or suction through holes or slots [5] ,  [30]. 
[331, 
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5.2.1. Strakes 

Strakes may have a dual purpose: 

. they can cause asymmetric vortices to form naturally 
in a given direction, which is the case for very small 
strakes; 

. they can force the direction of asymmetry by action 
on the separations and additional vortex energy 
which is the case of larger strakes. 

Both these mechanisms are involved in retractable 
strakes (variable span) whereby the same pair of 
strakes is used to cancel the side forces or, to control 
the direction and, to a certain extent, the intensity of 
the side forces and moments (fig. 34). 

Another solution consists of using a single strake or a 
pair of strakes with a fixed span but rotatable (fig. 35). 
This solution is more flexible as regards its efficiency 
over a wide range of angles of attack and sideslip. 

The drawback of these devices resides in the fact that 
they modify the external shape of the forebody 
(interference with the radar?) and require moving 
devices. 

5.2.2. Blowing - Suction 

Blowing on a forebody at a high angle of attack may 
have various effects, depending on how it is done. 

If blowing is tangential to the wall and upstream of the 
separation, it gives energy to the boundary layer and 
thereby delays its separation. 

If it is performed under a vortex sheet, it will modify 
the vortex position by an entrainment effect. 

So we can see that it is possible to control the vortex 
asymmetries in both cases and therefore the induced 
forces. 

For instance, figure 36 shows how the yawing moment 
can be modulated by combining two blowings, one on 
either side of the ogive. 

It should however be noted that the experiments 
conducted have shown that it might prove difficult to 
keep a flow symmetric at a high angle of attack by 
blowing and that it may prove necessary to add strakes. 

Furthermore, as is the case for strakes, it is difficult to 
control the level of the induced forces because the 
efficiency depends on a number of parameters, in 
particular the angle of attack, the sideslip, and the 
Reynolds number. 

On the same principle of “manipulating” the boundary 

layer and the separations, a suction device can also be 
used. However, the possibilities of such a device have 
not so far been investigated as much the previous 
device. 

More practical to use, these two devices are also easier 
to implement than strakes: fewer changes in the 
external shapes, pneumatic rather than mechanical 
parts; however, integration of such devices in the 
aircraft nose must be compatible with the presence of 
a homing system. 

6. PREDICTION METHODS 

6.1. Empirical methods 

The earliest methods considered were based upon 
inviscid flow modeling of the vortices. These methods 
used either the impulsively started cylinder flow 
analogy or the time-space equivalence between the 
Von-Karman unsteady asymmetric vortex wake in 2D 
flow and the steady asymmetric vortex wake in 3D 
flow. 

Thus they are applicable only to the cylindrical aft 
body, and so, not for the case when asymmetric vortex 
shedding starts on a pointed nose which is the most 
common case. 

They can give qualitative informations about the angle 
of attack for incipient asymmetric vortex shedding but 
they can not predict the experimentally obtained 
asymmetric loads, neglecting the dominating influence 
of the nose. 

A method of practical use for the prediction of 
maximum possible CYmax on body of revolution was 
developed assuming the analogy between the peak 
unsteady lift on a 2D cylinder and the steady side force 
on an inclined body [3]. 

This technique is of course valid only for bodies 
dominated by a single asymmetric vortex pair, but its 
corresponds to the case which gives the maximum side 
load. 

Thus, the overall vortex-induced side force to normal 
force ratio can be bounded by: 

where C, ,  / Cd is the peak unsteady lift to drag ratio of 
a cylinder in 2D flow, function of the Reynolds 
number (figure 37). 

6.2. Navier-Stokes simulations 

Progress in numerical methods has been such that 
Navier-Stokes computations, which are the only ones 
capable of providing realistic simulations, are 
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beginning to be used to gain a better understanding of 
these flows. 

The results obtained by DEGANI [9] and SCHIFF [36] 
for laminar flows (Re,, = 0.2 lo6), demonstrate the 
marked asymmetry which has been observed in 
experiments. But they found that it is essential to 
introduce a space-fixed, time invariant perturbation (a 
small geometrical bump or a small jet blowing normal 
to the body) into the computation to simulate 
asymmetric flows. 

Apparently, for laminar flows, the most sensitive 
circumferential angles to place a disturbance are 
between 90 to 140" from the windward plane of 
symmetry. 

Time-accurate solutions of a thin layer Navier-Stokes 
code are presented in figure 38 for a = 40". We can 
observe that theses solutions present a high level of 
unsteadiness and are highly dependent on the size of 
disturbance. Moreover it was noted that the flow 
relaxes back to its initial symmetric state when the 
perturbation is removed. 

At an angle of attack of 20", the flow was steady and 
symmetric, and the presence of a perturbation made 
only a small change. 

So it is suggested that the asymmetric flow which 
exists for high angle of attack is the result of disturbing 
a convectively unstable symmetric flow. 

For turbulent flow conditions often existing in full-scale 
flight, computations have also been attempted [lo], 
[111. 

DEGANI and LEVY [ 1 13, found again that in order to 
reproduce any one of the experimentally observed 
flowfield, it was necessary to add a small geometrical 
disturbance near the body apex (figure 39). 

They also found that when the disturbance is removed, 
the flowfield returns to its original symmetric shape 
(figure 40). 

By determining an appropriate size of the disturbance, 
it seems possible to obtain excellent agreement between 
experiments and numerical results (figure 41), but this 
problem becomes more tricky if it is desired to predict 
the asymmetric flow around a given configuration. And 
even if we knew the exact geometry of the body, 
would it be possible to have a sufficient grid resolution 
to reproduce the shape of small imperfections on the 
nose? 

About the necessity of introducing a small disturbance, 
HARTWICH and all [lo] found that asymmetric 
solutions could be obtained with axisymmetric body, 
triggered by machine accuracy, but the asymmetry is 

low compared to experimental results (figure 42). 

This behavior is reinforced by SICLARI and 
MARCONI results [35]. Computations were carried 
out with the assumption of conical flow, for a 5" 
circular cone at Mach 1.8. 

These calculations demonstrate the existence of 
asymmetric solutions for high angles of attack as 
shown by FIDDES with his vortex sheet modeling. 

An example of the convergence history of such 
calculations is shown figure 43. Computations are 
started with symmetric freestream conditions, and the 
solution seems first to converge toward a symmetric 
flowfield, but then the residuals increase to about their 
original level and then, decline again to reach machine 
zero, and the solution is therefore asymmetric. It must 
be concluded that the symmetric state is unstable since 
machine zero cannot be maintained, and this was 
verified for any angles of attack in the range 
2.5 :< a/@ I 5.0 (figure 44). This figure shows that 
the Navier-Stokes solutions compare remarkably well 
with the experimental data. 

Moreover, it should be noted that a monotomic 
convergence to the asymmetric solution could be 
achieved if a small asymmetry was introduced into the 
initial conditions. 

In conclusion, all these calculations reinforce the 
assumption that at high angles of attack the flow is 
unstable, and that asymmetric flows are the result of 
disturbing a convectively unstable symmetric flow. 

7. CONCLUSIONS - RECOMMENDATIONS 

This review of flows at high angles of attack identified 
the problems related to the existence of asymmetric 
vortices on symmetric configurations. In this respect, 
it was seen that: 

. the asymmetric vortices are probably due to a flow 
inslability and the phenomena are triggered by 
microscopic irregularities on the nose, making the 
influence of the forebody predominant; 

. asymmetric separations on the nose are not the cause 
but rather a consequence of the phenomenon; 

. statile, reproducible side forces and moments occur 
in t:he flight domain: 20 degrees I a I 60 degrees 
and Mach I 1; 

. thes,e forces and moments are highly dependent on 
the Reynolds number. 

Considering the very strong influence of the forebody 
geometry, it is generally impossible to make a 
preliminary estimate of the forces and moments 
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induced on a given configuration. Currently, only 
wind-tunnel testing can give the order of magnitude of 
their level, but certain precautions are required: 

. the tests must be conducted over the complete range 
of angles of attack (0 to 90 degrees) and roll of the 
forebody (0 to 360 degrees) to be sure that the 
maxima of side forces and moments have been 
measured; 

. if possible, the tests must be performed in the flight 
Reynolds number range. Otherwise, it is preferable 
to remain at a low Reynolds number (Re, I 0.3 x 
lo6) rather than at the maximum Reynolds number of 
the wind-tunnel which could correspond to a critical 
Reynolds number for which the induced effects are 
small. In addition, it is pointless to use boundary 
layer transition devices which cannot simulate a 
turbulent boundary layer over the full range of 
angles of attack, but which would lead to very 
different flows because of the influence of surface 
roughnesses on the induced forces; 

. similarly, during laminar tests, it must be made sure 
that the turbulence in the wind-tunnel is low 
( I 0.1 %) otherwise the phenomena may disappear 
[321; 

. insofar as possible, the setup used should be rigid to 
prevent coupling between the model motion and the 
flow; although this does not raise any particular 
problems for pressure measurements, the same is not 
true for force measurements with a balance; 

. the model support must be as unobtrusive as possible 
and far from the vortex wakes; 

. for measurements, it should be emphasized that: 

. the use of probes to survey the flow is prohibited, 

. the pressure taps must be distributed all around 
the fuselage and not on a single meridian with a 
rotatable body, 

. the viscous coatings used for surface flow 
visualizations strongly alter the flow; 

in addition to static tests, dynamic tests are generally 
necessary to satisfactorily quantify the maxima of the 
induced forces and moments (body spin and coning 
effect). 

As concerns the devices that could minimize 
asymmetric vortex effects, it can be recommended to 
use: 

To control and use the induced forces and moments for 
flight control, the most efficient devices seam to be: 

. strakes that are retractable or rotatable, 

. blowing. 

However, the efficiency of such devices has been 
measured only at low Reynolds numbers and has 
practically never been demonstrated in turbulent flow. 

Progress on numerical methods means that 
Navier-Stokes calculations, the only ones capable of 
producing realistic simulations, are beginning to be 
used to gain a better understanding of these flows. 
However, several problems arise: 

. disturbances must generally be introduced (but not 
always [35]) to obtain asymmetric numerical 
solutions on symmetric configurations. Certain 
authors ([9], [lo], [ l l ] )  show that they must be 
permanent (e.g. asymmetric nose) and others [35] 
that it is sufficient to disturb the initial conditions; 

. the solutions obtained are not always very stable [9] 
and are highly sensitive to the disturbance 
introduced. 

In addition, it can be wondered whether there is a 
steady numerical solution and, if so, whether it is 
unique. This problem is certainly even more complex 
for the simulation of turbulent flows with averaged 
Navier-Stokes equations. 
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1. SUMMARY 

NAVIER-STOKES PREDICTIONS O F  MISSILE AERODYNAMICS 

Paul Weinacht 
Jubaraj Sahu 

Propulsion and Flight Division, WTD 
U.S. Army Research Laboratory 

Aberdeen Proving Ground, Maryl.and 21005-5066 

This paper discusses the application of Navier- 
Stokes computational methods to the prediction of the 
aerodynamics of missile configurations. The governing 
equations, turbulence models and numerical approaches 
used to solve these equations are briefly described. The 
paper focuses mainly on aerodynamic coefficient predic- 
tion. Static and dynamic aerodynamic derivative predic- 
tion methods and applications are presented for axisym- 
metric and finned bodies and comparisons are made with 
experimental data. Results of validation studies are also 
presented for the purpose of demonstrating the accuracy 
as well as potential shortcomings of these techniques. 
The paper also discusses the application of Navier-Stokes 
methods in the prediction of base flow. Application of 
these techniques to unpowered, base bleed and powered 
configurations are shown. 

2. LIST OF SYMBOLS 

freestream speed of sound 
viscous axial force coefficient 
zero yaw drag coefficient 
roll producing moment coefficient 
net roll moment coefficient 
roll producing moment coefficient 
roll damping moment coefficient 
pitching moment coefficient 
slope of the pitching moment coefficient 
with angle of attack 
pitch damping moment coefficient 
side moment coefficient 
slope of the side moment coefficient 
with angle of attack 
slope of the side moment coefficient 
with coning rate 
Ma.gnus moment coefficient 
slope of the normal force coefficient 
with angle of attack 
pitch damping force coefficient 
Magnus force coefficient 
projectile diameter 
total energy per unit volume 
flux vectors in transformed coordinates 
source term in Navier-Stokes eqs. 
j acobian 
characteristic length, typically D 
Mach number 
pressure, as used in N-S eqs. 
spin rate, as used roll equations 
Prandtl number 
Reynolds number, Umpml/pm 

distance downrange 
center of gravity shift, calibers 
viscous flux vector 
reference area of projectile, 7rD2/4 
time 
velocity components in x,y,z directions 
freestream velocity 
Cartesian coordinates w.r.t. body 

Note: Iporce coefficients are scaled, F/hpma&M&Sr, j ;  
Moment coefficients are scaled, M/hpma&M&DSr,j  

ff, P 

f f t  

7 
7 

6 
P t  

!, v, 
P 
i 
i$ 
R C  

Superscripts 
(’I 
( I’ 
(-1 

(..I 

-- 

Subscripts -- 

Greek Symbols -- 
vertical and horizontal components of 
angle of attack in non-rolling coordinates 
total angle of attack, 4- 
ratio of specific heats, in N-S eqs. 
cosine of the angle of attack, as used in 
aerodynamic force and moment eqs. 
sine of the angle of attack 
laminar and turbulent viscosity 
transformed coordinates in N-S eqs. 
complex angle of attack 
density 
coning rate of projectile 
nondimensional coning rate 
angular rate of rotating coordinate frame 

rate of change with respect to time 
rate of change with respect to  space 
referenced to non-rolling coordinate frame 

denotes freestream value of variable 

3. IN’I~RODUCTION 

This paper will address the application of compu- 
tational techniques based on the solution of the Navier- 
Stokes equations to the field of missile aerodynamics. 
Other papers in the course have addressed other meth- 
ods which are based on simpler theories or empirical 
methods. These methods can be quite powerful because 
the effect of design parameters on the vehicle’s aero- 
dynamics can be rapidly predicted and optimized. As 
with any model, if these models are applied beyond their 
range of applicability or if the simplifying assumptions 
are violaked, the accuracy of the results may be suspect. 

In contrast to these “engineering” methods, Navier- 
Stokes techniques have the potential of being able to 
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model the flow physics a t  a more fundamental level be- 
cause the relevant equations are based on “first prin- 
ciples”. Navier-Stokes techniques can provide an ad- 
vantage over simpler theories for a number of reasons. 
First, because the physical models are based on “first 
principles”, the results may be more accurate than the 
results obtained by simpler theories because fewer ap- 
proximations may be required. Secondly, these models 
can provide a high level of detail that  may help the aero- 
dynamicist to predict not only how the performance of a 
flight vehicle will be affected by design changes but also 
why the flow physics produces a certain type of aerody- 
namic behavior. 

The claim that Navier-Stokes methods are based 
on “first principles” is arguably an over-simplification, 
particularly for the case of turbulent flow. Although the 
governing equations require the conservation of mass, 
momentum and energy, for the case of turbulent flow, 
closure of the equations requires some level of approxi- 
mation or empiricism. Turbulence modeling (including 
predicting the transition from laminar to turbulent flow) 
is probably the “Achilles I-Ieel” of Navier-Stokes model- 
ing. Fortunately, for many problems adequate turbu- 
lence models can be found which provide proper model- 
ing of the flow physics. 

Navier-Stokes methods also suffer from the fact 
that they tend to be computationally intensive. This 
is probably the major reason that these methods have 
not been as widely used as simpler theories. However, 
the rapid pace of developments in computers promises 
to remove this barrier in the near future. Indeed, it has 
only been i n  the last decade and a half that significant 
progress has been made in the development and appli- 
cation of Navier-Stokes techniques in the field of missile 
aerodynamics. 

This paper focuses on the use of Navier-Stokes 
techniques for aerodynamic coefficient prediction, although 
it important to realize that these techniques can also 
be employed to examine other flow related phenomenon 
which may be important in missile aerodynamics such 
as surface heat transfer due to aerodynamic heating. 
The paper provides a brief description of the governing 
equations and computational techniques typically used 
i n  applying Navier-Stokes techniques to missile aerody- 
namics. Several sections of the paper are devoted to ap- 
plications of these techniques for the prediction of static 
aerodynamics, aerodynamics in pure rolling motion and 
dynamic derivative prediction. The last section of the 
paper discusses the application of these methods to base 
flows, both with and without mass injection. 

4. THEORETICAL BACKGROUND 

4.1 Goveriiiiie Eauatioiis 

The governing equations which are the basis of 
Navier-Stokes techniques are the Navier-Stokes equa- 
tions. This set of equations states that mass, momentum 
and energy are conserved. These equations are often 
written in vector form as in Equation 1. For conve- 
nience, the equations are cast in Cartesian coordinate 
form, although it is noted that for many missile appli- 
cations the cylindrical coordinate form of the equations 
can provide better accurxy for the sa.me number of grid 

points. 

(1) 
These five equations are statements of the conservation 
of mass and energy and conservation of momentum in 
the x, y and z direction. This form of the equations 
assumes that the fluid may be compressible and that 
heat generation and body forces (except for those which 
might be included in the source term, H )  can be ig- 
nored. This vector equation states that  the time rate 
of change in the dependent variables q is equal to the 
spatial change in the inviscid fluxes, E ,  F and G, and 
viscous fluxes, E,, , F,, and G,,, A source term, H ,  is in- 
cluded to account for the centrifugal and Coriolis force 
terms which appear if the coordinate frame is rotating. 
The use of the rotating coordinate frame will be dis- 
cussed in a later section. The presence of the Reynolds 
number, Re = P i i E / i i ,  implies that  the governing equa- 
tions have been non-dimensionalized; with p and ii often 
chosen as the freestream density and velocity, E chosen 
as the reference length of the body and ji evaluated a t  
the freestream static temperature. The vector of depen- 
dent variables, the inviscid and viscous flux terms are 
shown below. 

E, = 

F, = 

G, = 

F =  

E =  

G =  

Here p is the fluid density; U ,  v and w are the fluid 
velocities in the x, y and z coordinate directions, and 
e is the total energy per unit volume. The viscous flux 
terms are functions of the local fluid velocities, the shear 
stresses, rx?, ..., and heat conduction terms, qrr qy and 
Q z .  

The pressure, p, which appears i n  the inviscid flux 
terms, is related to the dependent variables through an 
appropriate equation of state. In this paper, the pres- 
sure is related to the dependent variables by applying 
the ideal gas law. 

(3) p = (y - l)[e - -p(u2 1 + v 2  + w2)] 2 
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The shear stresses are related to the velocity gradi- 
ent of the fluid, assuming a Newtonian fluid. For turbu- 
lent flow, a Reynolds-averaged form of the equations is 
used where the dependent variables represent the mean 
flow contribution. The  Boussinesq assumption is ap- 
plied, permitting the apparent turbulent stresses to be 
related to  the product of the mean flow strain rate and 
an apparent turbulent viscosity. The shear stress tensor 
has the following form; 

The heat conduction terms, when Reynolds-av- 
eraging and the Boussinesq assumption are applied, are 
proportional to the local mean flow temperature gradi- 
ent: 

( 5 )  

Here, y represents the ratio of specific heats, P r  is the 
Prandtl number and M ,  is the free stream Mach num- 
ber. 

To determine the effective turbulent conductivity, 
k ~ ,  Reynolds analogy is applied and the turbulent con- 
ductivity is related to the turbulent viscosity as follows; 

Here, and in the equations above, the conductivity and 
viscosity are non-dimensionalized by their representa- 
tive (laminar) values evaluated a t  the freestream static 
temperature. A turbulent Prandtl number, PTT = 0.9 
is often used. 

In many CFD applications, it is desirable to solve 
the governing equations in a domain which has surfaces 
which conform to the body rather than in a Cartesian 
coordinate domain. A transformation is applied to the 
original set of equations to  obtain a “generalized geom- 
etry” form of the governing equations. This allows the 
irregularly shaped physical domain to be transformed 
into a rectangular shaped computational domain which 
allows the numerics to be simplified somewhat. The 
transformed equations are shown below. 

a i  a E  aF a6 - -+-+-+-+HZ 
at at all a< 

Here, it is assumed that the transformation is time- 
invariant (i.e., the computational grid does not change 
with time), although it is possible to develop a trans- 
formation in which the grid is allowed to change with 
time. Typically, the physical domain is oriented in such 
a way that the coordinate directions in the computa- 
tional domain, (, r ]  and C ,  may correspond to directions 
relative to the body. In many of the applications dis- 
cussed here, corresponds to the direction along the 
body, r ]  corresponds to the circumferential direction and 
C corresponds to the outward direction from the body 
surface. 

The transformed fluxes are functions of the origi- 
nal Cartesian flux terms and have a similar form. After 

rearranging, the vector of dependent variables and in- 
viscid flux terms take the following form. (Due to space 
limitations, the viscous term are not shown but can be 
easily found in the literature1 .) 

where 

In addition to the original Cartesian variables, addi- 
tional terms ( 3 ,  &, qY, c t ,  ...) appear in the equations. 
These terms, referred to as the metric terms, result from 
the transformation and contain the purely geometric in- 
formation which relates the physical space to the com- 
putational space. 

Further simplification of the governing equations 
shown above is often desirable and physically justified. 
In many missile applications, the viscous effects are lim- 
ited to the boundary layers near the body surfaces or 
along shear layers which are normal to a single grid di- 
rection. In such cases, it may be desirable to include 
only the most dominant viscous terms in similar fashion 
as the boundary layer equations. Indeed, from a com- 
putatioiial perspective, for viscous effects to be properly 
modeled, the relevant viscous terms must be included 
in the governing equations gncJ the flow field gradients 
must be resolved with sufficient accuracy on the com- 
putational mesh. For these reasons, a simplified form 
of the governing equations is often applied. This set of 
equatioris is often referred to as the “thin-layer” Navier- 
Stokes equations. In a fashion similar to the bound- 
ary layer length scale analysis, only viscous terms which 
involve ‘derivatives along a single coordinate direction 
(typically normal to the body surface) are retained and 
the other viscous terms are dropped. At this point only 
a single vector of viscous terms remains. 

I 

This form of the equations has the nice feature that the 
cross-derivatives in the viscous terms have been elimi- 
nated and are now in a form which is amenable to so- 
lution by direct implicit numerical techniques such as 
the Beann-Warming algorithm2. Additionally, some so- 
lution methods such as the Parabolized Navier-Stokes 
technique may require the streamwise diffusion terms to 
be neglected as a condition for stable marching. 

4.2 Turbulence Modeling 

The form of the Reynolds-averaged Navier-Stokes 
equations discussed previously requires a model for the 
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apparent turbulent viscosity which appears in the vis- 
cous and heat conduction terms. There are numer- 
ous approaches for determining the turbulent viscosity. 
These range from simple algebraic models, which are 
evaluated based on the local flow field properties, to 
models which involve the solution of partial differential 
equations which have a form similar to the governing 
equation. 

One of the most widely used approaches used for 
missile applications is the algebraic model of Baldwin 
and Lomax3. The Baldwin-Lomax model, which is pat- 
terned after the model of Cebeci4, is relatively easy to 
implement and computationally inexpensive. Because 
some of the details of the model are discussed later, a 
brief description of the model is given here. 

The Baldwin-Lomax model is a two-layer model 
where the turbulent viscosity is evaluated using two parts, 
and inner and outer model. The inner model is applied 
between the body surface and a cross-over point where 
the inner viscosity exceeds the viscosity evaluated using 
the outer model. The outer model is applied outward 
from the cross-over point. 

The inner model utilizes Prandtl-Van Driest mix- 
ing length approach and takes the following form; 

where 
1 = 12 y[1- ezp(-yt/A+)] 

Here, y is the coordinate normal to the surface and I w I  
is the magnitude of the local vorticity. The constants, k 
and A t ,  were assigned the following values by Baldwin 
and Lomax; k = 0.4 and At = 26. The non-dimensional 
boundary layer coordinate, yt ,  is defined below and is 
a function of the fluid viscosity, v w ,  fluid density, p w ,  
shear stress, T ~ ,  and the dimensional distance from the 
wall, y. The subscript, w, indicates that the quantities 
are to be evaluated a t  the body surface. For wake flows, 
the exponential term shown above is set to zero. 

U. = m z  
The model in the outer region takes the following 

form 

FKLEB(Y) is the Klebanoff intermittency factor which 
takes the following form; 

( p  t )out er = c c p  F w  ak e FK L EB (Y) (16) 

where the constants K ,  C,,, CKLEB are assigned the fol- 
lowing values by Baldwin and Lomax; A’ = 0.0168, C,, = 
1.6, CKLEB = 0.3. 

The parameter, FWAKE, is evaluated as shown 
below. 

where U D I F  is the total velocity difference across the 
boundary layer or wake and CWK is a constant. CWK 
was originally assigned a value of 0.25 by Baldwin and 
Lomax, although there are indications that a value of 
1.0 may be more appropriate5: 

Fmoxis determined from the maximum value of the 
function F(y), shown below, and ymar is the location 
where the maximum occurs. 

A key feature of the Baldwin-Loniax model is the 
evaluation of the parameter FWAKE which removes the 
necessity of determining the displacement thickness or 
wake thickness in the first and second equations in the 
outer model. For attached boundary layers, the first 
part of the model FWAKE = Ymar Fma, is usually ap- 
plied. For wake flows and separated boundary layers, 
some discretion is required in applying the model, as the 
normal direction, y, must be appropriately determined5. 

4.3 .Numerical Algorithms 

In this paper, two basic approaches for solving 
the Navier-Stokes equations will be discussed. The first 
approach can be referred to as the time-dependent or 
unsteady approach. Here, the time-dependent Navier- 
Stokes equations are solved by marching the solution 
forward in a time-like fashion. The goal may be to 
determine the time-evolution of the flow physics from 
one state to another. Alternatively, this approach may 
be used to predict the steady flow over a flight vehicle 
where an initial “guessed” solution is iterated until a 
final converged solution is obtained. 

The second approach assumes from the outset that 
the flow field does not vary in time and the steady flow 
equations can be solved. In the field of missile aero- 
dynamics, probably the most popular method for solv- 
ing the steady Navier-Stokes equations is the Parabo- 
lized Navier-Stokes (PNS) approach. Using the PNS 
approach, the flow field about the missile geometry is ob- 
tained by computing the solution over the missile body 
starting at the nose of the missile and “~narcliing’~ to 
the tail. Only a single pass through the grid is re- 
quired to obtain the solution, and for this reason, the 
PNS method is a t  least an order of magnitude more ef- 
ficient than a comparable calculation performed using 
a time-dependent approach. Additionally, since only a 
few “planes” of data  are required to be stored in mem- 
ory a t  any given time, the PNS technique also requires 
much less computer memory compared with the time- 
dependent approach. Further details of the PNS ap- 
proach are discussed below. 

4.3.1 The P N S  Approach 

The governing equations for the PNS approach are 
based on the steady thin-layer Navier-Stokes equations 
which are obtained by dropping the temporal term from 
the unsteady thin-layer equations (Equation 12). In this 
form, the equations do not exhibit the proper character- 
istics for marching the solution downstream (taken here 
as the < direction) in a stable manner. I t  can be demon- 
strated that stable marching in the [ direction will re- 
quire that the eigenvalues of the Jacobian matrix of E 
(Jacobian matrix, A = 6 6 / 6 9 )  to be positive and real7: 
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This will be satisfied as long as the local flow velocity 
in the marching direction is positive and greater than 
the local sound speed. Unfortunately, the condition of 
no-slip a t  the body surface due to the viscous boundary 
layer will produce local velocities which are less than 
the local sound speed. For this reason, the matrix of 
streamwise fluxes, E ,  must be modified. 

A physical interpretation that can be applied here 
is that  when the flow is supersonic, the state of the flow 
depends on conditions upstream; there is no “upstream 
influence”. Close to the body surface where the flow 
becomes subsonic, the flow exhibits an elliptic nature 
where disturbances can propagate both upstream and 
downstream. The  streamwise flux vector is modified in 
a way to eliminate the upstream influence within the 
subsonic region. 

A key feature of PNS schemes is the treatment of 
the streamwise flux vector in the subsonic region close 
to the body surface (called the sublayer region). These 
“sublayer models” typically attempt to remove the ex- 
plicit dependence of the pressure on the local flow field 
variables such as that  which exists in the ideal gas law. 
Simple approaches have included eliminating the pres- 
sure gradient term within the subsonic region or back- 
ward differencing the pressure gradient term which has 
the effect of lagging the pressure gradient by one march- 
ing step. Two of the most commonly used sublayer 
models are those proposed by Schiff and Steger7 and Vi- 
gneron, Rakich and Tannehil18. These models are briefly 
described below. 

The  Schiff-Steger sublayer model makes use of the 
observation that the pressure gradient across the thick- 
ness of the boundary layer is zero. In their model, the 
sublayer region extends from body surface to a posi- 
tion several grid points beyond the point where the lo- 
cal streamwise velocity exceeds the sonic velocity. The 
pressure across the sublayer region is constant and is de- 
termined by evaluating the pressure at the edge of the 
the sublayer region. 

Another common sublayer model developed by Vi- 
gneron, et  al., takes advantage of the fact that within 
the subsonic region, a portion of the pressure term can 
have a direct dependence on the local flow field variables 
(as it does in the supersonic regime) and still have the 
eigenvalues be real and positive. In this approach, the 
pressure gradient term has the following form; 

W 

1 n42 y(u - 1)  + 1 
w = 1;  

Here, the pressure term, f i ,  is evaluated from the local 
flow field variables and the pressure term, 23, is evalu- 
ated by alternate means which might include backward 
differencing or by applying the condition of zero nor- 
mal pressure gradient. The  weighting function, w ,  is a 
function of the local streamwise Mach number, M,, and 
increases from zero at the body surface to one near the 
edge of the subsonic region. A safety factor, U ,  is used 
to ensure stable marching. This approach allows a por- 
tion of the pressure gradient term to be evaluated from 

the local flow field variables, while still satisfying the 
conditions for stable marching. 

It  should be clear that  the constraints on stable 
marching limit the flow regimes where the PNS code 
can be applied. These constraints require the external 
flow tcl be supersonic and free from regions where the 
flow separation produces reverse flow in the streamwise 
or maxching direction. I t  should be emphasized that 
crossflow (circumferential) flow separation such as that 
produced by lee side vortices can be handled by the PNS 
approach. In practical terms, most PNS codes will fail 
to run for freestream Mach numbers below about Mach 
1.5-1.7, even though the flow could still be considered 
supersonic. As well, many flight bodies possess discon- 
tinuities in body geometry which would produce axial 
flow separation. Often discontinuities can be handled 
using fillets without affecting the results significantly. If 
the flow separation has a strong effect on the aerody- 
namics, the region of flow separation should probably 
be treated using a time-dependent code. 

Because the PNS technique advances the solution 
by marching downstream, an initial solution near the 
nose of the projectile is required. Several approaches 
have been devised to  obtain this initial solution. For 
missiles with sharp nosetips, a conical step-back proce- 
dure is often used. Here the actual nosetip is replaced 
by a conical extension near the nose tip. The assump- 
tion of conical flow is applied; that is, the flow along 
rays emianating from the cone vertex is assumed to be 
self-similar. Grids a t  successive streamwise stations are 
formed which are also conical in nature. The solution is 
advanced downstream by one marching step. Using con- 
ical flow assumption, the new solution is scaled back to 
the init la1 streamwise plane. The process of advancing 
the solution forward one step and scaling the solution 
back is performed successively until a converged solu- 
tion is obtained. 

If details of the flow in the vicinity of the nosetip 
are important or have impact on the flow field down- 
stream, auxiliary codes can be applied to more accu- 
rately determine the flow field in the nosetip region. 
Flow field data from these codes can be used to construct 
a starting plane of data  downstream from this region for 
use by the PNS code. This type of approach may be re- 
quired if the missile geometry has a blunt nosecap. In 
the flowfield in front of the nosecap and behind the bow 
shock, the flow will be locally subsonic. The flow in this 
region can be computed using a time-dependent Navier- 
Stokes code. 

4.4 Gridding 

The gridding strategies used in Navier-Stokes com- 
putations require that both the inviscid effects (such 
as expansions, shocks) and the viscous effects (within 
the boundary or shear layers) are adequately resolved. 
For missile applications, a typical inviscid grid might 
be fairly uniformly distributed throughout the flow field 
with some mild clustering of the grid points near the 
body. Due to  the presence of the thin boundary layers 
near on the body surface, a grid for a viscous calculation 
will require a fairly fine grid within this region so that 
the viscous gradients will be adequately resolved. Out- 
side the boundary layer, the grid should transition back 
to the level of resolution required to resolve the inviscid 
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effects. To obtain a suitable grid, the analyst will have 
to  balance the need for a fine grid within the viscous 
regime with the need to use adequate grid points in the 
inviscid region. The resulting grid will characteristically 
require a significant level of stretching as the grid transi- 
tions from a fine grid a t  tlie body surface to the inviscid 
grid furt(1ier away from the body. 

The stretching of the grid should be controlled to 
some extent because of accuracy (truncation error) con- 
siderations. One rule of thumb is to limit the stretching 
within the grid to 15 to 20 percent. For example, pro- 
ceeding away from tlie body, the radial height of each 
successive grid point should not increase by more than 
15 to 20 percent of the radial height of the previous grid 
point. 

Within attached boundary layers, it is possible to 
define an additional requirement which controls the res- 
olution of the grid within the boundary layer. This 
approach utilizes the non-dimensional boundary layer 
coordinate, y+, which is defined in  Equation 15. The 
value of y+ a t  the first grid point above tlie wall can 
be monitored and an acceptable range of values can be 
determined by numerical experimentation. For turbu- 
lent boundary layers where the body surface tempera- 
tures are close to the ambient temperature, it appears 
that the viscous effects can be properly resolved when 
at  least the first grid point above tlie wall is located at  
a y+ of about three. This requirement seems to hold 
over a wide range of Mach numbers, from subsonic to 
supersonic. Placing the grid point in this location, al- 
lows at  least one point within the “laminar sublayer” 
(also termed the “viscous sublayer”) where the veloc- 
ity profile varies i n  a fairly linear manner with distance 
from the wall. 

As a demonstration of the effect of resolution on 
the solution, PNS calculations were performed on an 
eight degree cone-cylinder body at  a flight Mach num- 
ber of 4 ,  zero degree angle of attack and at  a Reynolds 
number based on diameter of 3.2 x lo6. The calcula- 
tions were performed by adapting the grid so that y+ 
at tlie first point above the wall was close to a specified 
value over the entire body. Thus, the physical grid had 
a finer spacing near the nose and gradually increased as 
the boundary layer thickened. Table 1 shows the viscous 
axial force component for the various levels of grid res- 
olution over ten calibers of body length. A three-point 
stencil (second-order accurate) was used to evaluate tlie 
velocity gradient at  the wall. The results show that as 
the spacing at  the wall is decreased, the results approach 
a uniform value in an asymptotic fashion. If a two-point 
stencil (first-order accurate) is used to evaluate the ve- 
locity gradient, the effect of wall spacing will be more 
pronounced. 

y+ I CA, 1 % Difference 
1. I .OG42 I 

1 -  

2. I .0643 I 0.2 % 
3. I .OG48 I 0.9 % 
6. I .OGS9 I 7.3 % 
10. I .0730 I 13.7 % 

Table 1. Viscous Component of Axial Force Coefficient 
as a Funct.ion of Grid Resolution 

The sensitivity of viscous drag to grid resolution 
is related to two effects; (1) tlie effect of grid resolu- 
tion on the prediction on the velocity gradient from the 
velocity profile and (2) the effect of grid resolution on 
the prediction of the velocity profile itself. These effects 
are illustrated in  Figure 1 which shows a portion of the 
longitudinal velocity profile close to the wall at  an axial 
location 6.2 calibers down from the nose. The y+ = 1, 
y+ = 2 and y+ = 3 results are practically identical, 
although as the wall spacing is increased (y+ = 6 and 
lo),  tlie velocity profile deviates from the fine grid re- 
sult. Close to tlie wall, tlie y+ = G result closely matches 
the fine grid velocity profile although the skin friction 
drag is over-predicted by seven percent for this case. In 
this case, much of the over-prediction can be attributed 
to the evaluation of the velocity gradient. This can be 
demonstrated by evaluating the velocity gradient from 
the y+ = 1 solution based on three grid nodes which 
are close to the location of the first three grid nodes of 
the y+ = 6 solution, and comparing the result with the 
gradient evaluated directly from the y+ = 6 solution. 
When this is done, the gradient from both cases differ 
by less than one percent demonstrating that the prob- 
lem here is tlie evaluation of the gradient rather than the 
prediction of the velocity profile. As the grid spacing at  
the wall is increased above y+ = 6, the velocity profile 
deviates further from the fine grid result resulting i n  a 
less accurate evaluation of the sk in  friction. 

Once the maximum radial extent of tlie compu- 
tational domain has  been established, the constraints 
on wall spacing and grid stretching can be used to de- 
termine the number of points required to cover the re- 
gion between the body and the outer boundary. If the 
number of grid points is limited (by available computer 
memory for instance), one of the two constraints may 
have to be relaxed, though problems with the accuracy 
of the results may result. On tlie other hand, use of an 
overly fine grid adds an additional computational bur- 
den because of the increase in  the number of points and 
because a smaller time-step or marching step size will 
typically be required. 

With tlie PNS approach, the computational grid 
is typically generated within the code as tlie calculation 
proceeds down the body. By monitoring the y+ a t  the 
first grid point above the wall at each successive step, 
an adaptive grid approacli can be implemented which al- 
lows the grid spacing near the wall to  be adjusted based 
on the boundary layer growth. It has been found that 
problems may arise if the grid spacing is adjusted at  each 
point based on the local value of y+. It is often better 
to increase or decrease the grid spacing by a certain per- 
centage if the y+ a t  tlie first point above the wall falls 
outside a specified value. This reduces the possibility 
that numerical oscillations i n  the flow field will produce 
undesirable spikes and kinks in the grid which can lead 
to further instability. For similar reasons, it is also desir- 
able to vary the circumferential distribution of the grid 
spacing at  the wall in a uniform fashion. For axisym- 
metric bodies, this might be accomplished by monitor- 
ing the value of y+ at  the first point above the wall on 
the wind and lee sides of the body and adjusting the 
grid uniformly around the body. For more complicated 
geometries, other strategies can be devised to appropri- 
ately refine tlie grid in rcgions of high gradieih.  
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Grid generation with the time-dependent codes is 
performed before the start of the calculation and before 
the flow characteristics are known. Often for particular 
classes of problems, it is possible use past experience as a 
guide in determining the proper level of grid refinement 
before performing the grid generation process. 

5. F O R E B O D Y  STATIC A E R O D Y N A M I C S  

5.1 Validation 

This section addresses computational studies where 
details of flow field predictions have been compared with 
experimental data  for the purposes of benchmarking the 
computational technique. The missile designer, being 
typically interested in the integrated effect of the flow 
field, is not usually concerned with the flow details at 
the level discussed here. However, the accuracy of the 
integrated effect generally depends on the accuracy of 
the important flow details. Because of this, it is useful 
to present a sampling of results which seek to benchmark 
t,he accuracy of the predicted flow details. 

One ?x ly  validation of the Schiff-Steger PNS code 
was  performed by Schiff and Sturekg . Calculations were 
performed for a conical body and for a secant ogive- 
cylinder-boattail (SOCBT) configuration. A schematic 
of the SOCBT configuration is shown in Figure 2. The 
SOCBT configuration models many of the geometric 
features found on an artillery projectile although nose 
bluntness and the rotating band are not simulated. Cal- 
culations were performed a t  Mach 3 and over a range of 
angles of attack up to  about ten degrees. The com- 
putational results were benchmarked with wind tunnel 

11, 12, l3 and included aerodynamic 
force and moment measurements as well as pressure and 
boundary layer surveys. This work was followed by re- 
lated computational study by Sturek and Schiff14which 
focused on the Magnus effect for spinning axisymmet- 
ric projectile geometries. As part of this study, further 
validations were performed for a spinning SOCBT ge- 
ometry. The configurations examined in both studies 
had sharp nosetips and the conical step-back procedure 
was used to generate the starting solution near the nose 
of the projectile. Since a boundary layer trip had been 
used i n  the experiment, the PNS calculations simulated 
a turbulent boundary layer over the complete configura- 
tion using the Baldwin-Lomax turbulence model. Dis- 
cussion of the important validation results from these 
two studies is provided below. 

Comparisons of the axial and circumferential dis- 
tributions of surface pressure were made for the non- 
spinning SOCBT geometry over a range of angles of at- 
tack. Figure 3 shows the wind and lee side pressure dis- 
tribution for the SOCBT body a t  Mach 3 and an angle 
of attack of G.3 degrees. This figure shows a comparison 
between PNS and inviscid computation and experimen- 
tal data. The biggest differences between the PNS and 
inviscid calculations appear on the boattailed region of 
the projectile. On this scale, both the PNS and invis- 
cid calculation appear to be in good agreement with 
the experimental data. The circumferential distribution 
of pressure, shown in Figure 4,  reveals bigger differences 
between PNS and inviscid calculations with the PNS re- 
sults providing better agreement with the experimental 
data than the inviscid calculations, particularly on the 
boattailed section of the body. At higher angles of at- 

tack, 1;he comparisons between the PNS results and the 
experimental results were less favorable, particularly on 
the lee-side of the boattailed portion of the body where 
a region of crossflow separation was present. The PNS 
results were, however, in better agreement with the ex- 
perimental data  than were the inviscid computations. 

Comparisons between axial velocity profiles ob- 
tained from the computation and from wind tunnel data  
were also performed in both studies. Two such com- 
parisoins are shown in Figures 5 and 6. The compu- 
tation:; are in reasonable agreement with experimental 
data with velocity deficit in the lee-side (4 = 180O) wake 
region being generally well represented in the computa- 
tion. Sturek and Schiff did note some small differences 
in the velocity profiles in the lee-side wake region which 
could be attributed to the vortices in the region of cross- 
flow separation. 

A later study by Degani and SchiffI5 revealed that 
within the region of crossflow separation, the Baldwin- 
Lomax turbulence model tended to over-predict the tur- 
bulent length scale causing inaccuracies in the flow field 
predictions. Degani and Schiff proposed a modification 
to the original Baldwin-Lomax model which consider- 
ably improved the predictions in the crossflow region. 
In particular, the authors found that the value of ynlO+ 
used in the outer region portion of the turbulence model 
was being over-predicted. (y,,, is determined from the 
locatioin where F (y )  reaches a maximum. F ( y )  is essen- 
tially the moment of vorticity.) Outside the region of 
crossflow separation, the moment of vorticity typically 
had a well defined maximum and the value of yma+ could 
be determined without any ambiguity. However, in the 
region of crossflow separation, the moment of vorticity 
was observed to have a number of local maxima because 
of the shape of the velocity profile i n  the leeward wake. 
The unmodified Baldwin-Lomax model tended to select 
a yma, which was an order of magnitude greater i n  the 
region of lee-side crossflow separation than the ynlar on 
the windward side. Degani and Schiff proposed that 
the proper determination of ymaz could, in most cases, 
be obtained by finding the first local maximum in ymo+ 
when sweeping out from the body surface. Near the 
circumferential location of the primary crossflow sepa- 
ration, Degani and Schiff noted that problems in deter- 
mining an appropriate value of ymar could still occur. 
To deal with this situation, a t  each axial location, the 
determination of ymal proceeded from the windward to 
the leeward side. The radial search for the maximum 
vorticity was limited to  the region between the body 
and a ritdial location of 1.5 times the ymaz at the pre- 
vious location. If no local maximum was  found i n  this 
region, the value of ymaz (and F,,,) from the previous 
circumferential location was used. 

TCI validate their modifications to the Baldwin- 
Lomax model, Degani and Schiff performed calculations 
for a number of conical bodies a t  angles of attack which 
were two to three times the cone half-angle and for a six- 
caliber secant ogive-cylinder (SOC) geometry at angles 
of attack of six and ten degrees. In each case, the large 
angles of attack produced regions of crossflow separation 
on the lee side of the body. The computational results 
for the conical body showed much improved agreement 
with pressure data and circumferential and axial velocity 
profile data. In fact, for some of the conical bodies, the 
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computational results with the modified model showed a 
wider region of crossflow separation with three vortices 
present, compared to the results obtained with the orig- 

crossflow vortex. 
I 

inal Baldwin-Lomax model which showed only a single 

For the SOC geometry, Degani and Schiff also 
demonstrated improved agreement with the pressure 
and velocity profile data through the use of their mod- 
ified model. Figures 7 and 8 show the circumferential 
pressure distribution near the aft end of the model for 
angles of attack of 6.3’ and 10.4’ degrees. The results 
show improved agreement on the lee side of the body 
compared with the original Baldwin-Lomax model, par- 
ticularly a t  the higher angle of attack. The modified 
model also improved the agreement in the velocity pro- 
files, particularly near the edge of the region of cross- 
flow where the largest differences between experiment 
and the unmodified Baldwin-Lomax computational re- 
sults were observed. This is demonstrated in Figure 9 
which shows a comparison of the original and modified 
Baldwin-Loniax results with experimental results near 
the edge of the crossflow region. 

The effect of nose bluntness on pressure and ve- 
locity fields over a nine caliber body of revolution was 
examined computationally by Guidos, et The com- 
putations were validated using a comprehensive set of 
wind tunnel data obtained by Dolling and Gray? Both 
the computational and experimental studies examined 
sharp, hemispherically blunted and flat nosetips for sev- 
eral bluntness ratios (nose tip radius/body radius) with 
the largest bluntness ratios of 25% providing the signif- 
icant effect compared with the sharp nosetip. Results 
were obtained a t  Mach 3 and a t  an  angle of attack of 
2.9 degrees. A schematic of the tangent ogive nosetip 
geometry is shown in  Figure 10. 

The PNS approach was used to predict the flow 
downstream of the nosetips. Starting solutions for the 
sharp nosetip geometry were obtained using a conical 
step-back procedure. For the blunted geometries, a time- 
dependent thin-layer Navier-Stokes code18, 19, 20, 21was 
used to obtain the flow field in the vicinity of the nose 
cap. Sample grids for the time-dependent calculations 
are shown in Figures 11 and 12. For the blunted ge- 
ometries, the starting plane for the PNS calculation was 
obtained using a plane of data which was several planes 
upstream of the downstream boundary of the computa- 
tional domain. Since the flow field variables at  the down- 
stream boundary are obtained by extrapolating the val- 
ues from the interior of the domain (supersonic outflow 
boundary condition), the use of a plane of data from 
the interior of the computational domain was  thought 
to minimize the errors associated with using the down- 
stream boundary as the starting plane. 

Evidence from the experiment indicated that the 
flow on the nosecap was  laminar and transitioned to tur- 
bulent on the ogive. Laminar solutions were obtained in 
the nosecap region. The PNS approach utilized an effec- 
tive viscosity which allowed the transition from laminar 
to turbulent flow to be modeled. The location of tran- 
sition was  specified in the computation using the spark 
shadowgraphs as a guide. 

Figures 13 and 14 show the computed Mach con- 
tours on the wind and lee sides of the flat nosetip. Also 

shown are the locations of the bow shock and the imbed- 
ded recompression shock obtained from the experiment. 
The computed location of the bow shock corresponded 
to the outer boundary of the computational domain 
which was shock fit. The location of the imbedded shock 
which was  “captured” within computational domain was 
determined after the completion of the calculation using 
a post-processing algorithm. The location of the recom- 
pression shock is well predicted in the computation and 
appears to be influenced by the location of the separa- 
tion bubble at  the corner of the nosetip. 

The computed pressures were in  good agreement 
with the experimental results for all three nosecap ge- 
ometries. The pressure distributions on the wind and 
lee sides of the the flat nosetip are shown in Figures 15 
and 16. The agreement between computation and ex- 
periment is good with the low pressure region asso- 
ciated with the separation bubble downstream of the 
nose corner well modeled. Lee side velocity profiles for 
the pointed, hemispherically blunted and flat nosetips 
are shown a t  three downstream locations in Figures 17 
and 18. For the purposes of comparison, the pointed 
nosetip results are shown in both figures. The veloc- 
ity deficit produced by the nose bluntness is evident for 
both nosetips with the flat nosetip having the biggest 
effect. 

5.2 Pitch Plane Static Coefficient Predictions 

In this section the prediction of the static pitch- 
plane aerodynamics will be discussed. Predictions for 
both axisymmetric bodies and finned bodies will be pre- 
sented. 

For a large class of vehicles, the accurate predic- 
tion of the static pitch-plane derivatives can be obtained 
without the need of predicting the flow in the base re- 
gion of the projectile. This is particularly true for flight 
bodies with flat bases flying at  supersonic velocities. In 
the supersonic regime, the flow over the forebody is usu- 
ally unaffected by the flow in the base area because of 
the lack of upstream influence. As well, for vehicles with 
flat bases, the normal force contribution from the base is 
due only to the shear stresses acting on the base surface 
which yield a very small integrated effect. The pitch- 
ing moment can also have an additional pressure effect 
from the base due to the wind side to lee side pressure 
gradient. This is typically small due primarily to the 
relatively small moment arm through which the pres- 
sure forces can act. One must be careful i n  analyzing 
bodies with base cavities because of potential for sig- 
nificant contributions to the pitch-plane aerodynamics 
due to these regions. Limited experimental evidence in- 
dicates that the base cavity will produce a stabilizing 
effect and will cause predictions which ignore this effect 
to be conservative. 

Because the base region effect is limited, tech- 
niques which consider just the forebody, such as the PNS 
approach, can be used effectively to predict the static 
pitch-plane aerodynamics without the need for consid- 
ering the base flow. 

5.2.1 Pitch-vlane predictions for axisurnmetric bodies 

Pitch-plane aerodynamic predictions were per- 
formed for six-caliber secant ogive-cylinder (SOC) and 
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secant ogive-cylinder-boattail (SOCBT) configurations 
by Sturek and ScIiiffl4as part of their study of the Mag- 
nus effect on spinning projectiles. The PNS predictions 
were made across a range of Mach numbers from Mach 
2 to Mach 4 and compared with wind tunnel datal3 Fig- 
ures 19 and 20 show comparisons between computation 
and measurement for the pitching moment coefficient 
slope and normal force center of pressure for the SOCBT 
body. Excellent agreement is seen between the com- 
putation and experiment for both of these coefficients. 
Similar agreement was demonstrated for the SOC body 
as well. 

The static aerodynamics predictions presented above 
were obtained a t  low angles of attack (2’). A follow-on 
study by Sturek and Mylin 22included aerodynamic co- 
efficient predictions up to ten degrees angle of attack. 
Figure 21 shows a prediction of the normal force as a 
function of angle of attack a t  Mach 3 for the SOC and 
SOCBT bodies. The predictions are in good agreement 
with the experimental data  even a t  the higher angles 
of attack where some non-linear behavior i n  the normal 
force coefficient is evident. The predictions shown here 
were obtained with the original Baldwin-Lomax turbu- 
lence model. As seen previously, a t  the higher angles of 
attack, the unmodified turbulence model will produce 
inaccuracies in the flow details such as the surface pres- 
sure distribution. However, the effect on the integrated 
force coefficient appears to be small for these bodies. 

Presumably the prediction of pitch plane aerody- 
namics of short bodies such as those discussed above 
can be performed accurately at supersonic velocities and 
small angles of attack with good accuracy using inviscid 
procedures. However, the computing times required to 
perform the viscous calculation are relatively small (20 
CPU minutes on a Cray X-MP computer) and it may 
be possible to  obtain additional coefficients from a single 
run such as forebody drag and pitch damping or Magnus 
coefficients. 

For higher length-to-diameter (L/D) ratio bodies, 
viscous effects can show a bigger effect on the pitch plane 
coefficients. Comparisons of PNS and inviscid code re- 
sults with wind tunnel data  for high L/D bodies were 
made by several researchers and compiled i n  the paper 
by Jones, et a1.23The study showed that the PNS results, 
which were performed using the Baldwin-Lomax tur- 
bulence model, gave good agreement with experimental 
data for long axisymmetric bodies up to angles of attack 
of about five degrees. Beyond five degrees, the problems 
in computing the lee side crossflow separation resulted 
in an under-prediction of the normal force. Figure 22 
shows a schematic of one of the bodies examined in the 
study. Figures 23-26 show the normal force loading dis- 
tribution and the normal force coefficient as a function 
of distance from the nose for angles of attack of three 
and seven degrees a t  Mach 3.5. The three degree angle 
of attack results show good agreement with wind tun- 
nel data24, 25 for both the normal force and loading 
distribution. At seven degrees angle of attack, the ex- 
perimental loading distribution (and hence the normal 
force) shows a consistently higher value over the rear 
half of the body than does the PNS result. This re- 
sults in an over-prediction i n  the normal force of about 
15%-20% a t  the higher angle of attack. Examination of 
the pressure distribution for the seven degree case shows 

good agreement with the experiment data  on the nose 
and on the windward side of the body. At the aft end 
of the body on the leeward side, differences exist in the 
region of recirculation. The differences between compu- 
tation and experiment may be due to  problems with the 
turbulence model. Application of the Degani and Schiff 
modifications to the Baldwin-Lomax turbulence model 
improved the results only slightly. 

dynamics of axisymmetric bodies at higher angles of at- 
tack. Hartwich and HalI2‘%omputed the low speed sym- 
metric vortical flow over a tangent-ogive cylinder a t  an- 
gles of attack of 20’ and 30’. Their results showed good 
agreement with the experimental surface pressure data 
over six calibers of body length. Degani and L e ~ y ~ ~ c o m -  
puted the low speed asymmetric vortical flow about a 
tangent-ogive cylinder with a small surface imperfection 
located near the nose. The comparison of the experi- 
mental and computation circumferential pressure distri- 
butions were quite good over six calibers of body length. 
A key Feature of both of these studies was the applica- 
tion of modified forms of the Baldwin-Lomax turbulence 
model. 

Other studies have addressed prediction of the aero- 

The transonic pitch-plane aerodynamics of axisym- 
metric vehicles has been examined in a number of studies 
over the past decade. This problem is of interest be- 
cause t he pitch-plane aerodynamic coefficients exhibit a 
“critical behavior” (a rapid change in magnitude with 
flight velocity). Early studies of this problem28demon- 
strated that many of the flow features could be cap- 
tured using Navier-Stokes methods, though improve- 
ments in the accuracy of the integrated aerodynamic 
coefficients was still desired. Subsequently, S a I i ~ ~ ~ w a s  
able to demonstrate a computational capability for pre- 
dicting the pitch-plane aerodynamics for boattailed pro- 
jectiles by exploiting improvements in CFD algorithms 
and computer hardware. 

S a h ~ ~ ~ p e r f o r m e d  a series of computations for a 
secant ogive cylinder boattailed body (SOCBT) similar 
to that shown in Figure 2. The calculations were per- 
formed a t  4’ angle of attack and spanned a range of 
transonic Mach numbers ( M ,  = 0.9-1.2). The compu- 
tational requirements for each calculation was about 16 
million words of memory and about 20 hours of CPU 
time on a Cray-2 computer. Figure 27 shows a com- 
parison of experimental and computed surface pressures 
on the wind and lee sides of the body a t  Mach 0.96. 
The computed results are in good agreement with the 
experimental pressure data. The comparisons at other 
transonic Mach numbers showed similar agreement. 

In the same study, Sahu also performed calcula- 
tions for an artillery shell configuration (see Figure 28) 
which had been tested in an aerodynamics range. Fig- 
ure 29 shows the predicted and experimental pitching 
moment coefficient across the range of transonic Mach 
numbers. The predicted values, which shows the “criti- 
cal behawior” in the pitching moment, is i n  good agree- 
ment with the range data. 

A later study by Sahu and Nietubicz3%tilized this 
capability to examine the pitch-plane aerodynamic be- 
havior of a projectile with a base cavity. Figure 30 
shows a side view of the projectile geometry. The pro- 
jectile w a s  originally designed with an indented base as 
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shown in Figure 31. Later, a dome base was proposed 
for the purpose of improving the structural integrity of 
the shell. Firing tests of the dome base revealed dif- 
ferences in the flight performance, particularly in the 
trajectory “drift” which is related to the lift of the pro- 
jectile. This was subsequently confirmed by the com- 
putation. Figure 32 shows the predicted normal force 
coefficient for both configurations. The dome projectile 
is seen to have about ten percent more normal force a t  
the low transonic velocities though at the higher veloc- 
ities, the differences are relatively small. The pitching 
moment coefficient is also affected by the base configu- 
ration as shown in Figure 33. Both the computation and 
the range data  show a similar effect of base configuration 
across the range of Mach numbers. Detailed examina- 
tion of the flow field data  revealed that a t  the lowest 
Mach number about 25% of the difference between the 
standard and dome base was  due to the lift generated in 
the base cavity with the remainder of the lift difference 
being produced by the upstream influence of the wake 
on the flow over the projectile body. 

In general, the results seem to indicate that the 
low angle of attack flow over axisymmetric bodies can be 
accurately computed using Navier-Stokes approaches. 
At higher angles of attack where crossflow separation 
plays an important role, the accuracy of the results ap- 
pears to be dependent on the turbulence modeling. Ac- 
curate high angle of attack results at low speed and 
moderate length to diameter ratios have been demon- 
erated.  Further research a t  high speed and high L/Ds 
isxstill required. 

5.2.2 Pitch-vlaiie vredictions f o r  finned bodies 

Prediction of the pitch-plane aerodynamics for finned 
bodies has also been made using Navier-Stokes approaches. 
In this section examples of predictions made with both 
PNS and time-marching approaches are discussed. 

For PNS calculations of flight vehicles with highly 
swept fins, the most commonly used gridding strategy 
utilizes a single grid which is wrapped around the pro- 
jectile geometry. In some ways, this approach is simpler 
to implement for viscous flows than the zonal grid ap- 
proach often applied for finned geometries using inviscid 
codes. However, it often requires more grid points and 
tends to  be less flexible because it is generally applica- 
ble to a more restrictive class of fin geometries (highly 
swept fins). Because there is a single direction which is 
nearly normal to the body surface across the projectile 
geometry, the thin-layer assumption can be applied in 
a straight forward manner. Normally, this approach re- 
quires the geometry to be fairly smooth; that is, local 
slope of the body surface is continuous. Thus, the lead- 
ing edge is typically rounded and the fin-body junction 
is often filleted. 

Rai, Chaussee and Rizk3’ utilized this approach 
to compute the flow over a cone-cylinder-finned body. 
They adapted an elliptic grid generation approach to 
obtain the grid over the finned portion of the body. 
Through appropriate controls in grid generation approach, 
a smooth grid is generated which has the important 
characteristic that  the grid lines are nearly normal to 
the body surface in the circumferential plane. Figure 34 
shows a circumferential plane of grid on a finned body 
which was generated using the approach described above. 

The approach of Rail et  al.31 was later applied by 
Weinacht, et  33 to compute the static pitch-plane 
aerodynamics for a similar class of projectile shapes such 
as that  shown in Figure 35. The computational re- 
quirements for PNS calculations for this body is mod- 
est; about 1-2 hours of CPU time and about 0.5 million 
words of memory on a Cray X-MP computer. 

The computational model for this projectile in- 
cludes several geometric simplifications. Because the 
nose bluntness on the actual flight body is small, the 
computations were performed assuming a sharp coni- 
cal nose and the conical step-back procedure employed 
to generate the starting solution. Secondly, the actual 
geometry has a number of sub-caliber circumferential 
grooves which cover much of the cylindrical surface. These 
grooves are required to mate the projectile with the rest 
of the launch package. These grooves produce a rough- 
ness effect which can thicken the boundary layer some- 
what, producing a small increase in drag and poten- 
tially reducing the fin effectiveness. The geometry is 
currently modeled as a smooth surface and the effect of 
the grooves is not modeled. 

Figure 36 shows the development of the normal 
force coefficient over the body of the M735 body at Mach 
4 and two degrees angle of attack. Comparison is made 
between PNS results and results obtained using the in- 
viscid code, SWINT34 Also shown is the total normal 
force coefficient obtained from aerodynamic range data. 
The results are generally in good agreement and indicate 
that the viscous effects are small for this geometry. 

Figure 37 and 38 show the zero-degree normal 
force and pitching moment coefficient slope for the M735 
geometry across a range of supersonic Mach numbers. 
The PNS results are compared with data  obtained from 
aerodynamics range firings. (The range value of the 
pitching moment is determined from the frequency of 
the yawing motion which can be accurately determined. 
The range value of the normal force is obtained from the 
amplitude of the center of gravity motion which tends to 
be small, decreasing the accuracy of the measurement. 
Thus, the pitching moment tends to be a more critical 
comparison.) The normal force predictions fall within 
the scatter of the aerodynamics range data. The pitch- 
ing moment predictions show a slight over-prediction 
compared with the range data. The over-prediction in 
the pitching moment is thought to be due to the fact 
that the modeled geometry does not incorporate the ef- 
fect of the grooves which might produce a reduction in 
the fin effectiveness. If the differences between compu- 
tation and experiment is due to the groove effect, the 
results indicate that the grooves produce a loss of fin ef- 
fectiveness of several percent. The results indicate that 
the center of pressure is predicted to within about one 
quarter of a body diameter (two percent of the body 
length). Also shown in Figure 38 are inviscid predic- 
tions made using an inviscid option in the Schiff-Steger 
PNS code. The inviscid results show an over-prediction 
of the pitching moment by about ten percent compared 
with the viscous results. 

This configuration was later examined by Gielda 
and M c R ~ ~ ~ ~  using an explicit PNS approach based on 
the explicit MacCormack algorithm. Their predicted 
normal force coefficient was within five percent of the 
predictions discussed above. 
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Similar predictions have been made for a longer 
lengtli-to-diameter finned body shown i n  Figure 39. As 
for the previous body, the computational model assumes 
a sharp nosetip and ignore the grooves on the cylindri- 
cal portion of the body. The configuration also has fins 
which overhang the cylindrical base of the projectile. To 
model this portion of the body, the computations are 
performed as if the base of the projectile was  aligned 
with the trailing edge of the fins. When the forces are 
computed, the “fictitious” part of the body is ignored. 
Because the flow is supersonic, and the effect of the 
baseflow on the fins is small, the forces acting on the 
fin surfaces are thought to be accurately predicted. A 
comparison of the predicted pitching moment coefficient 
with range data for a range of supersonic Mach numbers 
is show i n  Figure 40. The results also show a slight over- 
prediction compared with the range data. Again, this 
difference between experiment and computation may be 
associated with a small loss i n  fin effectiveness from the 
circumferential grooves which are not modeled in the 
computational approach. 

Time- mar ch i n g approaches have also been used to 
predict the aerodynamics of missile configurations at  an- 
gle of attack. Priolo and ward la^^^ performed Navier- 
Stokes calculations for a delta wing configuration and 
for a canard-body-tail configuration at  supersonic ve- 
1ocit.ies. The delta wing configuration calculations in- 
cluded both inviscid and viscous (laminar) results. The 
viscous results were generally i n  better agreement with 
the experimental data than the Euler results. Results for 
the canard-body-tail configuration, shown in Figure 41, 
were also presented. The computations were performed 
at  Mach 2.5 and 20° angle of attack. This calculation 
was performed using a zonal grid strategy with 1 1  blocks 
and contained over 750,OO points. Turbulent viscous so- 
lutions for this configuration were obtained using over 
50 hours of computer time on a Cray Y-MP computer. 
Figures 42 and 43 show pressure contours and simulated 
oil flow visualizations on tlie body surfaces. The oil flow 
visualizations show the presence of the primary (body) 
vortices and secondary (tip) vortices on the fin surface. 
No force or moment comparison were presented for this 
configuration. 

It is interesting to note that Euler space-marching 
computations for the canard-body-tail configuration have 
been performed previously3? The static force and mo- 
ments predicted using the inviscid technique, SWINT3! 
were in good agreement with wind tunnel data particu- 
larly at  low angles of attack. Obviously, the inviscid pre- 
dictions were obtained at  a small fraction of the compu- 
tational cost of the viscous results presented here. Vis- 
cous calculations for this type of vehicle appears to be 
more amenable to solution using time-marching rather 
than space-marching approaches because the vehicle ge- 
ometry includes a canard. Even for the case where the 
canard has a sharp trailing edge, modeling of tlie flow i n  
the wake behind the canard is difficult using the PNS ap- 
proach. The no-slip condition on the fin surface and at  
the trailing edge implies that at  least some portion of the 
trailing edge wake will be subsonic and a sub-layer model 
will be required. Sublayer modeling in  the wake of lifting 
surfaces has been addressed in the literature38 Although 
techniques may exist for treating forward mounted lift- 
ing surfaces using PNS techniques, it is clear that such 
modeling has not seen wide spread usage compared to 

inviscid techniques. 

6. AE:RODYNAMICS IN PUR.E ROLLING 
-- M O T I 0  N 

The spin history of the projectile can be deter- 
mined from the following ordinary differential equation3? 

where 11 is the spin rate, 2 is time, I is the axial moment 
of inert,ia, Cl is the net aerodynamic roll moment coef- 
ficient acting on the projectile, and pw , aw , M,, D ,  
and are, respectively, the reference density, speed 
of sound, Mach number, diameter, and area. 

The net aerodynamic roll moment is composed of 
two components, the roll producing moment and the roll 
dampirig moment. The roll producing moment, which 
induces spin on the projectile, results from the aerody- 
namic loads produced by either asymmetries i n  the fin or 
body geometry or by the fin cant, while the roll damping 
contribution consists of pressure and viscous forces that 
oppose the spin. The relationship of these contributions 
to the net aerodynamic roll moment is expressed below 
in non-$dimensional form, 

PD Cl = cr, + crp - V 

where C,, is the roll producing moment coefficient, Cip 
is the roll damping moment coefficient and is the 
non-dimensional spin rate. The roll damping coefficient 
will differ in sign with the roll producing moment coeffi- 
cient and will be negative if the direction of positive roll 
moment is in the direction of positive spin. 

In the computational frame work, where the pro- 
jectile is flying a t  constant velocity, Equation 22 shows 
that the roll producing moment can be obtained by com- 
puting the net aerodynamic roll moment at zero spin 
rate. Likewise, the roll damping moment is obtained 
by computing the net aerodynamic roll moment on the 
projectile at  a fixed spin rate, subtracting the roll pro- 
ducing moment from it and dividing by the spin rate. 
The equilibrium spin rate, which occurs when the net 
aerodynamic roll moment is zero, is obtained by dividing 
the roll producing moment by the roll damping moment. 
Schematically, the various components of the rolling mo- 
tion are shown in Figure 44. 

6.1 Axisvininetric bodies 

For axisymmetric bodies, the body symmetry re- 
quires that the roll producing moment be zero and the 
roll damping moment is produced by viscous shear stresses 
acting on the body surface. Prediction of the roll damp- 
ing moment for axisymmetric bodies is easily accom- 
plished because a spin boundary condition can be im- 
posed at the body surface without introducing any time- 
dependency. The spin boundary condition simply re- 
quires that the usual no-slip boundary condition be mod- 
ified so that the circumferential component of velocity 
tangent to the surface is equal to the product of the local 
radius and the spin rate. If angle of attack effects are 
thought to  be small, the calculation can be performed 
at  zero degrees angle of attack. For this case, the flow 
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will be axisyminetric and a two-dimensional calculation 
can be performed. 

Sturek40 obtained prediction of the roll damping 
of axisymmetric projectiles a t  supersonic velocity. His 
results were compared with design code results and the 
two set of results compared to within about 25 percent. 
More recently, Weinacht41 obtained results for the roll 
damping of axisymmetric bodies at  supersonic velocities 
for a family of axisymmetric bodies. Figure 45 shows a 
schematic of tlie body geometry. In the range tests42, 
three body lengths were tested; 5, 7 and 9 calibers in 
total body length. The predictions of the roll damp- 
ing versus body length is shown in Figures 46 and 47 
for Mach numbers of 1.8 and 2.5. The computations 
show a slight over-prediction in the roll damping mo- 
ment. The computational results, which were obtained 
using a fully turbulent boundary layer, might be im- 
proved by accounting for the region of laminar flow on 
the nose which was observed in the experiment. The in- 
crease in the coefficient with decreasing Mach number is 
reflected i n  both the computation and the experiment. 

6.2 Finned bodies 

Predicting the rolling motion of non-axisymmetric 
bodies is complicated by the fact that in the typical 
reference frame, the flow is time-dependent. At zero 
degrees angle of attack, it is possible to use a rotating 
coordinate frame to remove the time dependency from 
the problem. This coordinate frame is fixed to the body 
and thus rotates a t  the roll rate of the flight vehicle. 
In this coordinate frame, a t  a constant spin rate, the 
unsteady nature of the flow which is produced by the 
roll will be removed. Use of the rotating coordinate 
frame will require that tlie Coriolis and centrifugal force 
terms be added to the governing equations. 

This approach has been applied by Weinacht and 
S t ~ r e k ~ ~ ,  44t0 predict the roll characteristics of finned 
projectiles. Sample results for the M829 finned body 
(see schematic i n  Figure 39) are presented here. The 
roll characteristics for this body were obtained by per- 
forming the computations over a range of Mach numbers 
(M = 3.0 to  5.5) and non-dimensional spin rates ( p D / V  
= 0 to .015) for free-flight (sea-level) atmospheric con- 
ditions. The computations were compared with data 
obtained from range firings. 

Figure 48 shows the comparison of the steady- 
state spin rate as a function of Mach number. The com- 
puted result,s are bracketed by the range data, tlemon- 
strating that the predictions of the steady-state spin rate 
are within the accuracy of measurements. 

Comparisons of the roll producing and roll damp- 
ing moment coefficients are shown in‘Figures 49 and 50. 
The computed results for both coefficients lie somewhat 
above the range data. At Mach 5.25, the range val- 
ues of the roll producing moment coefficient are 4 to 
35 percent below the computed result, while the range 
values of the roll damping moment coefficient are 10 
to 38 percent below the computed value. The result 
that both coefficients show similar comparisons between 
range and computed values is a reflection of the fact that 
the steady-state spin rate is approximately the ratio of 
the roll producing moment coefficient to the roll damp- 
ing moment coefficient. As was  shown i n  Figure 48, this 

ratio is accurately predicted. It should be noted that 
the range data were obtained by measuring the roll rate 
at  only two stations and assuming that the spin rate at  
launch was zero. Additional measurement stations are 
obviously desirable. 

Using the computed roll producing and roll damp- 
ing moment coefficients, spin histories of the projectile 
were determined by solving the roll equation (Equa- 
tion 21). A representative trajectory (launch Mach = 
5.25) is shown in Figure 51. The computed spin history 
falls within the range of the range data at  both of the 
measurement locations. This type of comparison may be 
a better indicator of the accuracy of the computational 
approach than the comparisons with the individual co- 
efficients given the limited number of data stations. The 
computed trajectories show that a t  the second measure- 
ment station, the projectile is within 3 percent of the 
steady-state spin rate. 

This approach for predicting the roll producing 
and roll damping moments has also been utilized by 
Daywitt, Prats and Chan45to determine the roll char- 
acteristics of a finned projectile with low aspect ratio 
canted fins. The authors benchmarked PNS calcula- 
tions with wind tunnel data for fin cant angles of 0.1’ 
and 0.5’ degrees. The PNS predictions of the roll pro- 
ducing moment showed good agreement with the wind 
tunnel data and appeared to  show the correct variation 
of the roll producing moment with cant angle. The PNS 
predictions of the roll damping coefficient were within 
10% - 20% of predictions made with the NAVY Aero- 
Prediction code4‘? A comparison of the roll history over 
the first 0.5 seconds of flight showed reasonable agree- 
ment with the experimental data. 

The computational study of Edge47which exam- 
ined the roll characteristics of a missile with “wrap- 
around” fins serves as a final example in this section. 
For several decades, missile designers have used wrap- 
around fins as a method of providing aerodynamic sta- 
bilization for tube-launched munitions. These fins are 
folded down around the aft end of the body so that the 
flight body maintains a circular cross section while in- 
side the launcher, hence the term “wrap-around fins”. 
After launch, the fins are deployed using dynamic or me- 
chanical means. Because the fins conform to the body 
prior to launch, the cross section of each fin blade is a 
circular arc when deployed. 

While wrap-around fins have obvious advantages 
for launching munitions from circular cross-section launch- 
ers, aerodynamic problems have been associated with 
their use. Because the fin blades are curved, the air flow 
on adjacent sides of the fins is not symmetric. The asym- 
metric flow of air across the fins will produce aerody- 
namics loads on the fins that cause the projectile to roll. 
The magnitude and, more importantly, the direction of 
the roll moment are dependent on the flight velocity. 
Typically, munitions which are launched at  supersonic 
velocity have been observed to roll i n  the direction away 
from the fin’s center of curvature. As the velocity of tlie 
projectile slows due to aerodynamic drag, the roll of the 
projectile decreases and may eventually change direc- 
tion at  low supersonic or transonic velocities. This type 
of behavior can cause poor flight dynamics performance 
for the projectile. A simple model of the roll reversal 
mechanism does not a.ppear possible. Instead the phe- 
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nomenon appears to involve complicated flow physics 
such as the pressure field on the fin planform which is 
produced by the impingement of shock waves from ad- 
jacent fins. Thus, engineering design codes may not be 
fully capable of addressing this problem. 

Edge47utilized a time-dependent full Navier-Stokes 
approach to predict the roll behavior of a missile config- 
uration with four unswept wrap-around fins. The missile 
geometry is shown i n  Figure 52. Because of the rectan- 
gular nature of the fin geometry, a zonal grid topology 
was utilized. Utilizing the periodic symmetry which ex- 
ists at zero degrees angle of attack, seven computational 
zones were employed in gridding a 90’ circumferential 
sector around the body. The computational grid em- 
ployed clustering normal to the body and the fins to 
resolve the viscous effects on both surfaces. The result- 
ing grid contained nearly one million grid points. 

Figure 53 shows a comparison of the computed roll 
producing moment with free-flight data  across a range 
of supersonic Mach numbers. Computational data  was  
obtained for two sets of free-stream Reynolds numbers, 
one corresponding to wind tunnel Reynolds number (17 
to 23 million) and the second corresponding to free-flight 
Reynolds numbers (30 to G9 million). Both the compu- 
tation and experiment show a reversal in the roll produc- 
ing moment a t  about Mach 1.7. Here, positive roll mo- 
ment corresponds to  a moment in the direction of fin’s 
center of curvature. The computational results compare 
reasonably well with the experimental data  across the 
range of Mach numbers and appear to be relatively in- 
sensitive to Reynolds number. 

Detailed examination of the pressure field indi- 
cates that  the roll producing moment on this configu- 
ration results from two phenomenon. The first is the 
leading edge shocks which impinge on adjacent fins pro- 
duce an asymmetric pressure field on the fin surface giv- 
ing rise to a roll producing pressure differential across 
each fin blade. Because the shock angle and strength is 
a function of Mach number, the roll producing moment 
may vary accordingly. Secondly, there appears to be a 
large pressure differential near the leading edge; the po- 
sition and strength of which shows a strong dependence 
on Mach number. Clearly, the complicated pressure 
fields which give rise to the roll moment indicate that 
it may be difficult to develop simply theories which can 
be applied in a “fast” design code approach. Whether 
or not inviscid codes can accurately predict roll reversal 
for missiles with wrap-around fins is still an open issue, 
though it is clear that accurate geometric modeling of 
the fins, especially fin thickness, is important48 

7. D Y N A M I C  D E R I V A T I V E  P R E D I C T I O N  

7.1 Magnus Coefficients 

One of the pacing problems in computational pro- 
jectile aerodynamics is the prediction of the Magnus 
force and moment. The Magnus force and moment re- 
sult from the cross-coupling of spin and angle of attack. 
For axisymmetric geometries, asymmetric boundary lay- 
ers will be produced on each side of the pitch plane if the 
body is spinning. These boundary layers can affect the 
pressure field on the body surface through the boundary 
layer displacement effect and produce a side force and 
moment that can ultimately affect the dynamic stability 

of the flight vehicle. 

Clearly, the viscous effects must be determined to 
accurately predict this phenomenon. In the late 1970’s, 
some success in predicting the Magnus effect a t  super- 
sonic velocities was attained using coupled inviscid and 
boundary layer techniques4? The technique did not ap- 
pear to offer a satisfactory capability for some body 
shapes, particularly those with an aft boattail. Sturek 
and S ~ h i f f ~ ~ l a t e r  demonstrated a more widely applicable 
capability for the supersonic Magnus problem using the 
PNS technique. Sturek and Schiff obtained Magnus pre- 
dictions for a conical body and for a secant ogive cylin- 
der body with and without an aft boattail (SOC/SOCBT). 
(SOCBT body show in Figure 2). Figures 54 and 55 
show comparisons of the predicted Magnus force and 
moment for the SOCBT body with wind tunnel data 
over a range of supersonic Mach numbers. The agree- 
ment with the experimental data  is quite good. Similar 
good agreement was obtained for the SOC and conical 
bodies 

Prediction of the Magnus effect a t  supersonic ve- 
locities has been performed for other bodies. Several 
examples are cited in a later section as part of the dis- 
cussion on pitch damping prediction. 

Computation of the Magnus effect a t  transonic 
velocities has been a subject of research for over a 
decade50s 51 Like the predictions of the transonic “criti- 
cal” behavior of the pitching moment, the Magnus prob- 
lem a t  transonic velocity is very computationally inten- 
sive. Since the spin removes the symmetry across the 
pitch plane, the computational requirements are about 
twice that required for the prediction of the static pitch 
plane .aerodynamics. Recently, Sahu51 obtained pre- 
dictions of the transonic Magnus effect a t  Mach 0.94 
over a 5.5 caliber SOCBT configuration with a half cal- 
iber seven degree boattail. The computational predic- 
tions were benchmarked against detailed surface pres- 
sure measurements as well as force and moment coeffi- 
cients from the wind tunnel. Figure 56 shows the de- 
velopment of the Magnus force over the body at  four 
and ten degrees angle of attack. The predictions are 
compared to data  obtained from the integration of the 
surface pressure measurements and with the force bal- 
ance measurements. At four degrees angle of attack, the 
experimental results are in reasonable agreement with 
the experimental data. At ten degrees angle of attack, 
the computational results and force balance measure- 
ments are in reasonable agreement. Comparisons with 
the force distribution obtained from the pressure mea- 
surements at the higher angle of attack are inconclusive 
since this data  is not confirmed by the force balance 
measurement. The results indicate low angle of attack 
prediction of the Magnus effect is possible a t  transonic 
velocity although the large computational requirements 
(82 million words of memory and 40 hours of CPU time 
on a Cray-2 computer) demonstrate that  it may be some 
time before this type of calculation can be routinely per- 
formed. 

VJhile progress has been made in Magnus predic- 
tion, some areas still need to be addressed including 
the geometry effects (rotating band, rounded base cor- 
ners) and non-linear effects. A capability for predict- 
ing side force and moment on a spinning finned body 
(fin Magnus effect) still remains a challenge because the 
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combination of spin and angle of attack will produce a 
time-dependent flow field. 

7.2 Pitch Damping Prediction 

7.2.1 Pitch DamDina Theoretical Backaround 

The prediction of the pitch damping coefficients is 
often thought to  be a difficult problem because the pitch 
damping forces and moments are produced by the time- 
dependent motion of the body. I t  is, however, possible to 
devise steady inotions which can be used to predict the 
pitch damping coefficients for symmetric missiles. This 
approach was first applied by Schiff2to conical bodies 
in supersonic flight using an Euler space-marching code. 
Later studies of conical bodies were preformed by L i d 3  
using a inviscid/boundary layer approach and by Agar- 
wal and Rakich5%sing a PNS approach. This approach 
was further developed by Weinacht, Sturek and Schiff5 
and applied to compute the viscous flow about axisym- 
metric bodies using a PNS approach. Later, Weinacht 
and Sturek56 applied this approach to compute the pitch 
damping of finned bodies. 

As a way of introduction, the moment expansion 
for a symmetric missile i n  the non-rolling coordinate 
frame is shown below3? The moment formulation makes 
use of complex variables to  separate the moment com- 
ponents, cnl and c,, which produce rotations in the ver- 
tical and horizontal planes, respectively. 

Pl i 
7 

c m  + i c n  = [(y)Cn,, - icrn,li- -[Cm, + 7 ~ r n G l i ’  

(23) 

In the moment formulation, the pitching moment 
coefficient, C,,, and pitch damping moment coefficient, 
Col, +yCm6 , produce moments proportional to the com- 
plex angle of attack, i, and angular rate, is, respectively. 
The Magnus moment Coefficient, Cnp0, accounts for a 
side moment due to  flow asymmetries from a combi- 
nation of spin and angle of attack. This form of the 
moment expansion assumes that the missile undergoes 
small amplitude motions. In this case, q is approxi- 
mately equal to d. and the effect of q and d. are repre- 
sented by a “single” coefficient represented by the sum 
Cm, + YCmG ‘ 

Equation 23 seems to imply that an unsteady mo- 
tion is required to produce a pitch damping moment con- 
tribution because of the presence of the angular rate, i’. 
However, it  is possible to devise motions that are steady 
and still result in a non-zero angular rate. One such mo- 
tion is steady “coning” motion. Steady coning motion 
is defined as the motion performed by a missile flying a t  
a constant angle with respect to the free stream velocity 
vector (angle of attack) and undergoing a rotation a t  
a constant angular velocity about a line parallel to the 
freestream velocity vector and coincident with the pro- 
jectile center of gravity. This is shown schematically in 
Figure 57. The longitudinal axis of the flight body will 
sweep out a conical surface with the vertex located a t  
the center of gravity. With respect to a non-rolling coor- 
dinate frame, the vertical and horizontal components of 
the angle of attack, Q and /3, vary in a sinusoidal fashion 
as the projectile rotates about the free-stream velocity 
vector, but differ in phase by a quarter of a cycle. The 

total angle of attack, at = Jm is constant, how- 
ever. 

For the case of steady coning motion, the angle of 
attack and angular rate can be written as f0llows;5~ 

Here, 4 represents the coning rate, 6 is the sine of the 
total angle of attack, y is the cosine of the angle of attack 
and 1 and V are, respectively, a reference length and 
velocity. $ is the non-dimensional coning rate. 

In the non-rolling coordinate frame, the complex 
angle of attack and angular rate show a dependence on 
time, t ,  in the complex exponential function, e .  It  is con- 
venient to consider an additional coordinate frame called 
the coning coordinate fra.me. In the coning frame, mis- 
sile longitudinal axis (x axis) and the z axis remain in 
the plane of the angle of attack (pitch plane) while the y 
axis is normal to the pitch plane. In steady coning mo- 
tion, the coning coordinate frame rotates i n  a periodic 
fashion about the non-rolling coordinate frame. 

By using the coning frame, the time-dependence 
which exists in the non-rolling frame can be removed, as 
seen below. 

In the coning frame, C, represents the “in-plane” mo- 
ment which cause rotations of the body in the pitch 
plane and C,, represents the moment which causes the 
body to rotate out of the pitch plane and is often re- 
ferred to as the side moment. The in-plane moment 
(real part) results only from the pitching moment, while 
the total side moment (complex part) consists of con- 
tributions from the Magnus moment and pitch damping 
moment. 

7.2.1.a Lunar Conina Motion 

In the current study, there are two particular types 
of coning motion of interest. The first motion is de- 
scribed as lunar coning motion. In lunar coning motion, 
the coning coordinate system becomes a body fixed axis 
system. Lunar coning motion will cause the body to un- 
dergo a rotation at a rate which is proportional to the 
coning rate of the projectile. This motion is spinning 
motion in the non-rolling coordinates. 

P = 74 (26) 

For this type of coning motion, the side moment 
can be written as shown below. 

The notation can be simplified by noting that the 
right hand side of Equation 27 is simply the variation of 
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side moment with coning rate, valid for linear variations 
of side moment with coning rate. 

This relation is identical to  that presented by Schiff 
and Tobak58for bodies of revolution. This equation re- 
lates the variation of the side moment with coning rate, 
Cni, to the pitch damping coefficient, [Cm, + 7Cm,], 
and the Magnus moment coefficient, Cnp, . Assuming 
that the side moment due to  coning and the Magnus 
moment can be determined, this relation will allow the 
pitch damping coefficient to  be determined. 

Despite the fact that lunar coning motion requires 
that the Magnus moment be determined (or assumed 
negligible) in order to determine the pitch damping co- 
efficient, this motion is useful. Because the body does 
not rotate with respect to  the pitch plane while undergo- 
ing coning motion, the flow, when observed in the coning 
coordinate frame, will be steady for axisymmetric and 
non-axisymmetric bodies. In many cases, particularly 
in supersonic flow, the contribution of the Magnus mo- 
ment to the side moment may be neglected and the pitch 
damping moment can be determined directly from the 
side moment without any appreciable loss of accuracy. 
For axisymmetric bodies, a second type of coning motion 
avoids the need to neglect the Magnus moment and is 
discussed below. For non-axisymmetric bodies, the use 
of lunar coning motion can give an accurate determina- 
tion of the pitch damping coefficient without resorting 
to a time-accurate approach. This approach has been 
recently applied to predict the pitch damping for six- 
finned b o d i e ~ ~ ~ a n d  straked flare bodies5? It should be 
noted that non-axisymmetric bodies with aerodynamic 
coefficients which exhibit a significant dependence on 
roll angle may need to be treated with a more general 
aerodynamic formulation60- %ban is presented here. 

7.2.1.b Combined Spinning and Coning Motion 

A second type of coning motion can be formulated 
which allows the side force and moment to be directly 
related to  tjhe pitch damping force and moment. In this 
motion, the body does not spin with respect to the non- 
rolling coordinate frame. In other words, both the non- 
rolling coordinates and the body fixed coordinates do 
not rotate with respect to each other. Thus, the spin 
rate, as observed from the non-rolling coordinates, is 
zero. 

It should be noted, however, that the coning coordinate 
frame rotates w i t h  respect to the non-rolling coordinate 
frame and the body-fixed coordinate frame. In the con- 
ing coordinate frame, then, the body appears to per- 
form a spinning motion since the body-fixed coordinate 
system rotates with respect to  the coning coordinate 
frame. The spin rate in the coning coordinate frame 
will be p c f  = -74. In this report, this motion is called 
combined spinning and coning motion because in the 
coning frame (which is the coordinate frame in which 
the computations are performed) the motion is a spe- 
cific combination of spinning and coning motion. In the 
coning frame, this motion is a steady motion for axisym- 
metric bodies only. The presence of spin and angle of 

p = o .  (29) 

attack produces a periodic motion for non-axisymmetric 
bodies, thereby eliminating steady flow computational 
approaches from consideration. 

For this type of coning motion, the side moment 
can be written as shown below. 

In this type of coning motion, the side moment is 
directly proportional to the pitch damping moment co- 
efficient. Despite the simplicity of this expression, the 
Magnus problem has not been entirely removed from the 
problem, however. This is because the motion i n  the 
coning coordinate frame involves coning and spinning 
motions. Thus, any approach, whether computational 
or experimental, which uses this motion must be capable 
of modeling both of these effects. For example, a coarse 
grid CFD computation which does not resolve the vis- 
cous effects sufficiently to  properly model the Magnus 
problem will produce pitch damping results which will 
be in error by the degree to which the Magnus moment 
is improperly determined. 

Similar expressions relating side force due to con- 
ing to the pitch damping force and Magnus force for the 
cases of lunar coning and combined spinning and coning 
can be developed using the same approach as discussed 
above. 

7.2.2 Pitch Damvina o f  Axisummetric Bodies 

The use of combined spinning and coning motion 
has been used to  predict the pitch damping for the fam- 
ily of axisymmetric bodies shown in Figure 45. These 
projectiles were fired in an aerodynamics range and the 
aerodynamics determined from the projectile motion4? 
The projectiles consisted of a two caliber ogive nose with 
several different length cylindrical bodies. The total 
body lengths were five, seven, and nine calibers. For 
each body length, projectiles were fabricated and fired 
with three different center of gravity (CG) locations. 
This allowed the aerodynamic forces to  be determined 
from the variation of the aerodynamic moments with 
CG location. 

Figure 58 shows the variation of the pitch damp- 
ing moment coefficient with CG location for the five, 
seven, and nine caliber bodies at  Mach 1.8. Figure 59 
shows a similar plot at Mach 2.5. In both of the fig- 
ures, the computed results are compared with the ex- 
perimental measurements. The computational results 
are in excellent agreement with the experimental data. 
The computational predictions were made by comput- 
ing the flow field for each of the CG locations. This 
was  performed because the coning motion produces a 
rotation about the CG, producing a different flow field 
in  each case. These results are shown by the open tri- 
angular symbols. However, once the aerodynamics of a 
given con Figuration are determined, the CG translation 
r e l a t i o n ~ ~ ~ c a n  be applied to predict the aerodynamic 
coefficients for the same configuration with a different 
CG location. The CG translation relation for the pitch 
damping inoment coefficient is shown below. 
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This equation expresses the variation i n  the pitch damp- 
ing moment coefficient with the center of gravity shift, 
scg , given that, the aerodynamic coefficients for the base- 
line configuration are known (scg is in  calibers and is 
positive for a CG shift towards the nose). Using this re- 
lation and the predicted aerodynamic coefficients for the 
middle CG position, the variation of the pitch damping 
moment coefficient with CG location was  determined. 
This variation is shown in  Figures 58 and 59 by the solid 
line. The difference between the pitch damping moment 
coefficients predicted from the CG translation relations 
and the pitch damping moment as determined from the 
direct computations is less than 0.1 % . This serves as 
a consistency check for the computational approach. 

Using Equation 31, it is also possible to determine 
the pitch damping force coefficient from the variation 
i n  the pitch damping moment coefficient with CG lo- 
cation given that the normal force and pitch moment 
are also known. While the computational approach can 
determine this directly, the pitch damping force has lit- 
tle effect on the free flight motion. This approach was 
used to determine the range values of the pitch damp- 
ing force coefficient. Figure GO shows the variation of the 
pitch damping force cocfficient with body length for the 
middle center of gravity location. Note that, unlike the 
normal force coefficient, the pitch damping force varies 
with CG position. The agreement between the compu- 
tational predictions and experimental results are within 
the experimental accuracy and show the correct varia- 
tion with body length and Mach number. 

As mentioned previously, the pitch damping pre- 
dictions were obtained using the combined spinning and 
coning motion which allows the pitch damping force and 
moment to be determined directly from the side force 
and moment. The expected differences between apply- 
ing combined spinning and coning motions, and lunar 
coning motion is reflected i n  the Magnus moment coef- 
ficient. In the current effort, the Magnus force and mo- 
ment have been computed for the ANSR configuration 
and comparison made with range data obtained from 
the same series of firings as shown i n  Figures G l  and (32. 
The computed results were obtained for a fiilly turbu- 
lent boundary layer. (There is some evidence from the 
experimental program to indicate laminar flow over a 
portion of the body, particularly near the nose.) The 
computational results are in  reasonable agreement with 
the experimental data. The predictions show that de- 
termining the pitch damping coefficient from the side 
moment due to lunar coning motion and completely ig- 
noring the Magnus moment will result in  errors of less 
than 5 percent for this configuration. 

7.2.3 Pitch Damping of Fiiiiied Bodies 

Pitch damping predictions for finned projectiles56 
were made using the lunar coning motion approach. Re- 
sults are shown here for the M735 configuration shown 
previously in  Figure 35. 

The computed variation of the side moment co- 
efficient with coning rate a t  Mach 4 and two degrees 
angle of attack is shown i n  Figure G3. The variation 
of the side moment coefficient with coning rate is seen 
to be linear across the range of coning rates examined 
here. This range of coning rates is representative of the 
pitching frequencies experienced by the A4735 projec- 

tile i n  flight. At Mach 4 ,  the non-dimensional pitching 
frequency of the projectile is 0.004, where the form of 
the non-dimensionalization is the same as for the coning 
rate. The results also show the existence of a small non- 
zero side moment coefficient a t  zero coning rate. This 
side moment is due to bevels on the fins. The existence 
of this side moment at  zero coning rate requires that 
computations be performed for at  least two coning rates 
in order to evaluate the' variation of the side moment 
coefficient with coning rate, Cnc. 

Figure 64 shows Cnr as a function of 6 (the sine 
of the angle of attack) at  Mach 4. The dashed line dis- 
played on this figure is representative of a linear varia- 
tion of Cn6 with 6 across the range of angles of attack 
examined. The computed results show that, at  small 
angles of attack, Cn6 varies linearly with 6, but departs 
from a linear variation as the angle of attack increases. 

Figure 65 shows the development of Cni/6 over 
the M735 kinetic energy projectile at  Mach 4 and two 
degrees angle of attack. As discussed previously, Cn6/6 
should be a reasonable representation of the pitch damp- 
ing coefficient, C,,, + C,,, , in  the linear aerodynamic 
regime. This figure shows that the fins contribute most 
of the side moment due to coning (and hence, the pitch 
damping) with a smaller contribution from the nose. 

The Mach variation of Cn,, + Cn,, for the M735, 
as determined from Cn6/6, is shown in Figure GG. The 
computed results are compared with range measurements 
of the pitch damping coefficient. Though the range data 
shown here are considered well-determined, some scat- 
ter is still evident because damping rates are typically 
difficult to measure. The experimental results do reflect 
the expected level of accuracy in determining this coef- 
ficient experimentally. The comparisons show that the 
computational results are within the accuracy of the ex- 
perimental data and provide a measure of validation of 
the computational approach. 

The lunar coning motion approach was also ap- 
plied to predict the pitch damping of a family of flared 
flight bodies5? These configurations have been investi- 
gated experimentally in  aerodynamics range 63a11d 
the data h a s  been used for benchmarking purposes. A 
schematic of the baseline cone-cylinder-flare projectile 
configuration is shown in Figure 67. Each of the projec- 
tiles examined here has the same cone-cylinder forebody. 
The forebody has a slightly truncated conical nose. In 
the computations, the nose is modeled as a sharp tipped 
cone. The cylindrical portion of the body also has a 
number of sub-caliber grooves which permit the launch 
loads to be transferred from the sabot to  the projectile 
during launch. These grooves are not modeled i n  the 
computations presented here. 

Various afterbodies have been analyzed both ex- 
perimentally and computationally. Schematics of the 
afterbodies are shown i n  Figure 68. The configurations 
CS-V4-2 through CS-V4-5 have a one caliber afterbody 
extension added to the baseline configuration, CS-V4-I. 
The angle of inclination of the conical extensions for con- 
figurations CS-V4-2 through CS-V4-5 are respectively 
Go (simple extension of original flare), 0' (cylindrical 
skirt), 12O (steeper flare), and -Go  (boattail). Configu- 
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ration CS-V4-G consists of a 9.37 degree tiare which has 
been machined to  produce a square cross section over the 
last caliber of the body. Configuration CS-V4-7 is iden- 
tical to  the boattailed configuration CS-V4-5, except 
that four 12’ degree fins have been added to the boat- 
tailed portion of the body. The fins are 0.153 calibers 
thick. The final configuration, CS-V4-8, is identical to 
the baseline configuration, except that four boundary 
layer strakes have been added to the flared portion of 
the body. The strakes are 0.153 calibers in height and 
width. 

Figure 69 shows a comparison of the pitch damp- 
ing moment coefficients for each of the eight configu- 
rations at  Mach 4. Both the PNS predictions and the 
range data are shown. Each of the bodies with the con- 
ical extensions, configurations CS-V4-2 through CS-V4- 
5, have larger pitch damping coefficients compared with 
the baseline configuration CS-V4-1. Computational pre- 
dictions show a consistent increase in the pitch damping 
for the bodies with the conical extensions with the boat- 
tailed configuration having the lowest pitch damping co- 
efficient and the steepest flare having the highest pitch 
damping coefficient. These trends are, for the most part, 
reflected by the range data. 

The finned configuration, which is identical to the 
boattailed configuration, except that four 12 degree swept 
fins have been added to the boattailed portion of the 
body, shows a modest increase in  the damping over 
the boattailed configuration. The finned configuration, 
however, produces significantly less pitch damping than 
the configuration with the 12 degree flare extension. 
Again, these trends are reflected by the range data. 
The configuration with the boundary layer strakes also 
produces a modest increase in the damping compared 
with the baseline configuration which has no strakes. 
The square base configuration (CS-V4-G), which has the 
same base area as the baseline configuration (CS-V4-1) 
and the configuration with the cylindrical skirt (CS-V4- 
3), produces more damping than the baseline configu- 
ration and slightly more damping than the cylindrical 
skirt. 

Determining the pitch damping coefficients from 
the side force and moment due to  lunar coning motion 
requires that the Magnus force and moment be deter- 
mined from another source or neglected. For the ax- 
isymmetric configurations (CS-V4- 1 to  CS-V4-5), the 
Magnus force and moment have been predicted using 
the PNS approach. These calculations were performed 
with the body spinning a t  angle of attack and in  the ab- 
sence of coning motion. Ma.gnus predictions for the non- 
axisymmetric geometries could not be made because the 
combination of spin and angle of attack for these bodies 
produces a time-dependent flow field. Figure 70 shows a 
comparison of the Magnus moment coefficients by con- 
figuration at  Mach 4. Range results are shown for each 
of the eight configurations, while computational results 
are shown for the axisymmetric configurations. The 
computational data are bracketed by the range data 
for each of the axisymmetric configurations, and sim- 
ilar trends are shown by the computational and experi- 
mental results. Both the computational and experimen- 
tal results reveal that the Magnus moment is small i n  
comparison to  the pitch damping moment coefficient for 
the configurations examined here. The computational 

predictions also confirm that the Magnus force is small 
in relation to the pitch damping force coefficient. This 
result demonstrates that ,  by ignoring the contribution 
from Ithe Magnus coefficients, the pitch damping coeffi- 
cients can be determined directly from the side force and 
moment due to lunar  coiiing motion with little effect on 
the accuracy of the prediction. 

8. BASEFLOW 

(One of the important parameters in  the design of 
missiles is the total aerodynamic drag. The total drag 
can be thought to  consist of three drag components: the 
pressure drag or the wave drag (excluding the base), 
the viscous drag, and the base drag. The base drag 
component is a large part of the total d r ~ i g ~ ~ a n d  can 
be as high as 50% or more of the total drag. Of all 
these 1,hree components of drag, the most difficult one to 
predict is the base drag. The base drag depends on the 
pressure acting on the base which is usually much lower 
than that of the free stream. Therefore, it is necessary 
to determine the base pressure as accurately as possible. 

The class of flows known as base flows has received 
significant attention since the early 1950’s. Early studies 
of low speed flow around blunt based bodies tended to be 
over-shadowed by the phenomenon of vortex shedding. 
Research initiated since the advent of high speed flight 
resulted in a slow unravelling of the processes and mech- 
anisms which control and establish these flows. The es- 
sentially inviscid free stream establishes and determines 
the major portion of the wake. On the other hand, the 
viscour; flow processes such as mixing in the free shear 
layer, flow recompression at  the end of the wake, and 
the ensuing process of flow redevelopment, establish and 
determine the “corresponding inviscid body geometry”. 
Thus, a low base pressure is the result of the strong 
interaction between the inviscid and viscous flows; the 
latter being attached to the inviscid flow i n  the sense of 
the boiindary layer concept. 

Historically, the flow processes described above 
formed the basis for the development of analytical meth- 
ods to predict the base region flow fields. The turbu- 
lent base flow theory of K o r ~ t ~ ~ ( 1 9 5 G )  and the theory 
of Chapman66( 1950) for laminar base flows were devel- 
oped while working independently. Both theories di- 
vided t he base region flow field into different regions, 
solved each region separately, and patched the solu- 
tions together a t  the respective boundaries. This so- 
called rnulti-component approach became known as the 
Korst-Chapman theory. The multi-component method 
is relatively simple and computationally inexpensive. 
However, these models depended on experimental in- 
formation for some parameters and a significant num- 
ber of experiments were carried out to provide the re- 
quired information for the analytical models. Most of 
these eqeriments were taken on simple gecmetries to 
provide better insight into the separation, mixing, re- 
compression, and redevelopment processes. Many of 
these experiments such as those conducted by Reid and 
Hasting,s6’( 1959) and Badrinarayan68 (1961) did pro- 
vide idormation on the base flow process. However, 
most of these experiments suffered from intrusive tech- 
niques iind wind tunnel model interference. For power- 
off base flows, detailed information in the critical near 
wake region and detailed base pressure data were not 
available in these experiments. This prevented a more 
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complete understanding of the base flow process. Until 
receiitly, very little detailed non-intrusive experimental 
base flow field data  existed for supersonic axisymmetric 
base flows. The advent of Laser Doppler Velocimeter 
(LDV) has begun to provide detailed velocity field data 
in the near wake region. del er^^^ (1983) presented a 
two-component LDV data  for subsonic, axisymmetric 
base flows. More detailed experimental data has been 
recently obtained by Herrin and Dutton70( 1991) for su- 
personic base flow over a cylindrical afterbody. Such de- 
tailed information provides both a better understanding 
of the complex fluid dynamic phenomenon associated 
with base flows and the data  necessary for validating 
analytical and numerical models of these flows. 

Analytical models based on multi-component tech- 
niques do offer an inexpensive way to predict the base 
pressure; however, these techniques are limited to sim- 
ple planar or axisymmetric geometries. For practical 
three dimensional complex geometries, more sophisti- 
cated numerical procedures are needed. These advanced 
numerical procedures are based on on the solution of the 
Reynolds-averaged Navier-Stokes equations. The great- 
est advance in the last decade has been the evolution of 
these numerical methods for computational study of the 
turbulent, axisymmetric base flows. These techniques 
offer the greatest hope of realistically predicting the base 
flow structure for complex configurations including af- 
terbodies with fins, and base cavities. Several problems 
arise in the base flow computations due to the complex 
nature of the turbulent separated flow field. Two of the 
most important factors which affect the accuracy of the 
computed base flow results are grid resolution and tur- 
bulence modeling. The lack of sufficient grid resolution 
can introduce significant error. To reduce this error, a 
sufficient number of grid points must be placed in the re- 
gions of high flow gradients such as the free shear layer. 
This can be done by using a grid adaptation procedure. 
Another, perhaps a more significant problem encoun- 
tered in base flow computations is that of turbulence 
modeling. The turbulence model used in the wake must 
capture the flow physics, and in particular the turbulent 
mixing process associated with base flow. These sources 
of errors need to be examined during the validation of 
CFD results on base flows. In the sections below, nu- 
merical examples are given for base flow for power-off 
conditions, followed by base flows with mass injection 
(base bleed and jet-on), and base flows with base cavi- 
ties. 

8.1 Base Flow for Power-Off Condition 

The prediction of the axisymmetric base flow for 
unpowered configurations have been performed for over 
a decade. Saliu, Nietubicz, and Steger71 presented pre- 
dictions of base flow behind a secant ogive cylinder con- 
figuration a t  transonic and low supersonic velocities. 
Their computational results were obtained using a time- 
marching Navier-Stokes approach and utilized the Baldwin- 
Lomax turbulence model. Figure 71 shows the pre- 
dicted stream function contours for in the base region 
of the projectile. The  recirculation region in aft of the 
base is evident. Predictions of the integrated base drag, 
shown in Figure 72, were also presented. The predicted 
base drag is iii reasonable agreement with experimen- 
tal data  and design code results. In a subsequent study, 
Sahu7$resented additional results for boattailed projec- 

tiles and considered a greater range of Mach numbers. 
These calculations again used the Baldwin-Lomax tur- 
bulence model. Figure 73 shows a comparison of the pre- 
dicted total drag for the M549 configuration (previously 
shown in Fi ure 28) with design codes (MCDRAG73and 

puted results, design codes and experimental data  are in 
good agreement. These studies seemed to indicate that 
base drag could be adequately computed using a simple 
turbulence model such as the Baldwin-Lomax model. 
However, due to the lack of detailed measurements in 
the base region, no detailed assessment of the accuracy 
of the predictive approach could be made. 

Recently, an interesting validation case for the su- 
personic flow over a simple axisymmetric afterbody for 
the power-off condition was investigated by Sahu75 Com- 
parisons were made between computation and experi- 
ment using the detailed experimental data  obtained by 
by Herrin and Dutton70 The data  includes base pressure 
distribution, mean flow as well as turbulence quantities 
in the near wake. The numerical flow field computations 
were performed a t  M ,  = 2.46 and a t  zero degree angle 
of attack using a time-dependent, Reynolds-averaged, 
thin-layer, Navier-Stokes computational technique76 Typ- 
ically, the thin-layer approximation implies retaining vis- 
cous terms in the normal direction only; however, for 
wake and base flows, the viscous terms involving velocity 
gradients in both the normal and streamwise directions 
are retained. In addition, this procedure uses a zonal or 
composite grid scheme which preserves the base corner 
and allows better modeling of the base region flow. 

A schematic diagram showing the important fea- 
tures of supersonic base flow is shown in Figure 74. The 
approaching supersonic turbulent boundary layer sepa- 
rates a t  the base corner and the free shear layer region is 
formed i n  the wake. The flow expands a t  the base corner 
and is followed by the recompression shock downstream 
of the base which realigns the flow. The flow then re- 
develops in the trailing wake. A low pressure region is 
formed immediately downstream of the base which is 
characterized by a low speed recirculating flow region. 
Interaction between this recirculating region and the in- 
viscid external flow occurs through the free shear mixing 
region. This is the region where turbulence plays an im- 
portant role. Various turbulence models were used and 
included the algebraic models of Baldwin and Lomax, 
and Chow, as well as a two-equation k - E model. A 
brief discussion of the turbulence models used is pre- 
sented. 

NSWCAP7 4 ) and experiment data  (LCWSL). The com- 

Baldwin-Lomax Model. This model has been described 
in detail in section 4.2. In the computational results 
described here, the distance, y, which appears in the 
Baldwin-Lomax model is measured from the center line 
of symmetry in the base or wake region. Additionally, 
in the wake formulation of the outer model, C r u k  was set 
equal to 0.25. 

Chow Model. Another algebraic model that has been 
used in some base flow computations is that due to 
Chow7? This model is intended to be used in the base 
or wake region only. I t  is based on the simple exchange- 
coefficient concept. The turbulent eddy viscosity coeffi- 
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cient is usually given by 
1 

Clt  = -xu, 4a2 
where I is the distance measured from the origin of the 
mixing region (i.e., the base), U, is the velocity a t  the 
edge of the mixing region, and a is the spread rate pa- 
rameter. I t  is known that a assumes a value of 12 for 
incompressible flow and it increases slightly with Mach 
number. 

U = 12 + 2.76Me 
where Me is given by 

(33) 

and Pb/P, is the average base pressure. The equivalent 
velocity U, at the edge of the mixing region can be found 
from 

As a first approximation the average value of p t  is as- 
sumed to be same a t  all points for a constant x location. 
After reattachment, turbulence should decay. Since the 
interest in the base flow calculations is to obtain the 
correct base pressure, it  is assumed that the eddy vis- 
cosity level at the reattachment stays the same a t  other 
locations downstream. For base flow with a jet, similar 
algebraic relations can be used for the jet shear layer. 

Two-Equation k - E Model. Both the Baldwin-Lomax 
and the Chow models are algebraic models which de- 
pend only on local information. Other models, such 
as the two-equation k - E model, contain less empiri- 
cism and allow the flow history to be taken into ac- 
count. The two-equation turbulence model used here is 
chi en'^'^ k - E model which is similar to that of Jones 
and Launder7? In this model, two transport equations 
are solved for the two variables, k (turbulent kinetic en- 
ergy) and E (turbulent dissipation rate). 

(37) 

Here, yn is the distance normal to the surface. The 
coefficients in the k and E equations are given by 

c:! = 1.92[1 - 0.3ezp(-R?)] 

cp = 0.09[1- e x p ( - ~ . ~ l y + ) ]  

~1 = 1.44 

c3 = 1.44, bk = 1.0, 6, = 1.3 

(38) 

where Rt = k2 /u& 

The k - E model employs the eddy viscosity con- 
cept and relates the turbulent eddy viscosity to k and E 

by, 
Clt  = C,P(k2 /4  (39) 

Following the same procedure used for the mean flow 
equations, the turbulence field equations can be written 
in conservative form and then transformed into general- 
ized coordinates and solved using an implicit schemego 
The model used is a low Reynolds number formulation 
of the k - E  model. Calculations are extended up to the 
wall itself, and exact values of the dependent variables 
a t  the wall are used as boundary conditions. Chien's 
model is better mathematically behaved near the wall 
and i:s used in the results presented here. 

The model used in the experiment and in the com- 
putational study is shown in Figure 75. It  is an ax- 
isymrnetric cylindrical afterbody which has a diameter 
of 63.5 mm. This figure also shows the stations where 
mean and fluctuating velocity components were mea- 
sured by Herrin and Dutton70 using a LDV system. 

Figure 76 shows an expanded view of the grid in 
the base region. The grid outer boundary has been 
placed 1 diameter away from the surface of the after- 
body. The downstream boundary was placed a t  10 di- 
ameters away from the base. Since the calculations 
are i n  the supersonic regime, the computational outer 
boundary was placed close to the body and a no-reflection 
boundary condition is used at that boundary. The full 
grid is split into two zones, one upstream of the base, 
and the other one in the base region or the wake. These 
grids consist of 22x60 and 95x119 grid points, respec- 
tively Figure 76 shows the longitudinal grid clustering 
near the base corner. The grid points are also clus- 
tered near the afterbody surface to capture the viscous 
effects in the turbulent boundary layer. The clustered 
grid points are spread out downstream of the base in the 
wake to capture the free shear layer region. 

A few qualitative results are presented next. Fig- 
ure 77 shows the pressure contour plot for the base re- 
gion. The features to observe are flow expansion a t  the 
base corner which is followed by the recompression shock 
downstream of the base (coalescence of contour lines). 
The computed Mach number contours in the base region 
of the flow field, displayed in Figure 78, also show the 
flow expansion at the base and the recompression shock 
downstream of the base. In addition, this figure shows 
the free shear layer in the near wake. Although not 
indicated in Figure 78, the flow in the near wake is pri- 
marilq subsonic. Figure 79 shows the computed vectors 
in the base region. The recirculatory flow i n  the near 
wake is clearly evident. The  flow reattachment occurs 
a t  about three base radii downstream. Also, as can be 
seen the magnitude of the velocity is quite small in the 
immediate vicinity of the base. The computed results 
shown i n  Figures 77, 78 and 79 were obtained using the 
two-equation k - E model. 

Figures 80 and 81 show the velocity components 
in the streamwise and normal directions, respectively. 
These velocity profiles are taken at four longitudinal 
positions in the wake or the base region (X/D = 1.26, 
1.42, I .73, and 1.89). The computed velocity profiles 
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obtained using two algebraic turbulence models and the 
two-equation k - E model are compared with the exper- 
imental data. Figure 80 shows the comparison of the U 

(streamwise) component of velocity. In general, the pro- 
files obtained with the k - E model are in much better 
agreement at the axial stations located a t  X/D = 1.26 
and X/D = 1.42. The profiles are rather poorly pre- 
dicted by both algebraic models a t  these two stations. 

The reattachment point estimated from the exper- 
imental measurements is located about 1.4 base diame- 
ters downstream of the base. The computed value with 
the k - E model is 1.5. This small disagreement is also 
seen in the flow redevelopment region downstream of 
the reattachment (X/D = 1.73 and 1.89). The algebraic 
turbulence models predict the reattachment point bet- 
ter than the k - E  model. The velocity profiles predicted 
with these models are in fairly good agreement with the 
experimentally obtained profiles a t  these two stations. 
Chow model predictions are slightly better than those 
by the Baldwin-Lomax model in this flow redevelopment 
region. Figure 81 shows the comparison of the w (ver- 
tical) component of the velocity. This component of 
velocity is better predicted by the k - E model than the 
algebraic models both in the flow recirculation and rede- 
velopment regions. The profiles by the algebraic models 
are in poor agreement with the experimental data  espe- 
cially for radial positions greater than half of the base 
radius. 

Figure 82 shows the turbulent shear stress profiles 
in the wake. The computed values obtained by both 
the algebraic models and the k - E model are compared 
with the experimental data. In general, a small im- 
provement can be observed in the predicted values with 
the k - E model over the algebraic models. Discrep- 
ancy exists between the experimentally obtained turbu- 
lent shear stress and the predicted shear stresses with 
all the turbulence models. This is true especially near 
the peaks a t  x/D = 1.26 and 1.42. The magnitude of 
the peak predicted by the k - E  model is about the same 
as predicted by the Baldwin-Lomax model at these two 
positions; however, they both underpredict the experi- 
mental peak. The Chow model underpredicts the peak 
even more. As for the location of the peak, the k - E 
model does better than the algebraic models. As x/D 
is increased from 1.26 to 1.42, the location of the peak 
predicted by the k - E model moves closer to the center 
line similar to that observed in the experiment. This is 
not seen in the prediction by the algebraic models. The 
k - E  model predictions agree better than the predictions 
by the algebraic models at x/D = 1.73 and 1.89. 

Of particular interest is the accurate prediction or 
determination of base pressure and, hence, base drag. 
Figure 83 shows the base pressure distribution (along 
the base). The  base pressures predicted by both the 
algebraic models and the two- equation k - E turbu- 
lence model are compared with the experimental data7'? 
The experimental data  is shown in dark circles and the 
computed results are shown in lines. Here, z/D = 0.0 
corresponds to  the center line of symmetry and z/D = 
0.5 corresponds to the base corner. The base pressures 
predicted by both algebraic turbulence models show a 
big increase near the center line of symmetry. The ex- 
perimental data  shows almost no change (only 3%) in 
the base pressure distribution. The base pressures are 

very poorly predicted by the algebraic models, not only 
near the center line but also near the base corner. A 
much improved base pressure distribution is predicted 
by the k - E  model and its agreement with the measured 
base pressure is quite good. The k - E prediction shows 
a small increase in the base pressure near the center line 
which is not observed i n  the data. 

The results above show that the algebraic tur- 
bulence models predict the mean velocity components 
poorly in the recirculatory flow region in the wake. In 
general, the velocity components predicted by the two- 
equation k - E model are in better agreement with the 
experimental data  than the algebraic models. The base 
pressures predicted by the algebraic models show a much 
larger variation and are in worse agreement with the 
data. The measured base pressures show a very small 
change along the base and is predicted rather well with 
the k - E turbulence model. This perhaps suggests that 
for complex base flow problems one needs to consider us- 
ing higher order turbulence models. The use of higher 
order turbulence models does add to the overhead and 
CPU time needed for the base flow computations and 
it is this reason that has prohibited the use of higher 
order models especially for complex 3D base flows. In 
the future, however, greater computer speed and power 
will become available and increased use of higher order 
advanced turbulence models will be found. 

8.2 Base Flow with Base Cavities 

The majority of the previous base flow 
 computation^^^^ 81- s2and analytical studies considered 
the base of a projectile to be a flat surface. This was 
true even though many of the actual projectile configu- 
rations had some form of a base cavity. Until recently, 
the general opinion was that the internal base shape had 
very little or no effect on the overall flight performance 
parameters. Range firings of the M825 and M865, both 
of which have cavities, provided the evidence that the 
base configuration can indeed affect the base region flow 
and in turn, have a significant effect on the aerodynam- 
ics. 

The M825 projectile originally had an alu- 
minum/steel base which contained a flat (standard) cav- 
ity. As a result of a product improvement program, a 
new all steel base configuration was designed which con- 
tained a dome cavity. The flight body and the base cav- 
ity shapes were shown previously in Figures 30 aild 31. 
As a result of range tests, it was found that differences 
in the aerodynamic performance (including drag) of the 
two bases existed. Sahu and Nietubiczs3 carried out 
a computational study to determine the ability of the 
present Navier-Stokes codes to predict these differences 
and to  further understand the fluid dynamic behavior 
which can account for these changes. The Navier-Stokes 
computational technique was used to provide a detailed 
description of the flow field associated with the M825 
configuration as well as the integrated aerodynamic co- 
efficients. 

Figures 84 and 85 show the velocity vectors in the 
base region for both base configurations a t  M,=0.98 
and cr = 0.0'. The recirculatory flow in the base region 
is evident and as expected, is symmetric. As shown in 
Figure 84, the recirculation region for the standard base 
extends to about one and a half caliber downstream of 
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the base corner. The back flow, upon reaching the cavity 
follows the contour of the cavity and leaves the cavity 
pushing the flow upwards. The shear layer leaving the 
base corner is displaced upwards weakening the expan- 
sion a t  the base. Figure 85 for the dome configuration 
shows a weak secondary bubble inside the cavity in  ad- 
dition to the primary bubble. The flow again follows the 
contour of the cavity and, upon leaving the dome cavity, 
is almost parallel to the streamwise direction. This flow, 
thus, has less effect on the free shear layer and does not 
weaken the expansion at  the base corner as much com- 
pared to the standard base. The net effect is that the 
size of the primary bubble for the dome base is slightly 
smaller than that for the standard base. The reattach- 
ment point is therefore closer to the base and results in 
lower base pressure or higher base drag at  this Mach 
number. 

Comparison of the total aerodynamic drag is shown 
i n  Figure 86. As shown in  this figure, the difference is 
very small near M = .97 and is somewhat larger at  high 
transonic speeds ( 1.1 < M < 1.5) as well as at  low 
t,ransonic speeds ( M  < .92). This plot also shows the 
range data for both base configurations. The overall 
comparison of the computed drag with the range data 
is fair. The range data shows that the dome base has 
higher drag at  higher transonic Mach numbers and this 
trend is seen i n  the computed results also. The com- 
puted drag data and well as the static aerodynamics co- 
efficients shown previously (Figures 32 and 33) clearly 
showed a difference i n  the aerodynamics between the 
two configurations with different base cavities and were 
iii general agreement with the trend of the data. 

The effect of base cavities was also revealed i n  
a computational study for the M8G5 projectiles. The 
M865 is a flare stabilized projectile which simulates the 
flight of a long L/D finned projectile for training pur- 
poses. This projectile contains a tracer i n  the base cav- 
ity. In firing test.s, it was  noticed that the tracer, which 
the gunner uses to detect the impact point of the round, 
was not visible for the full range of interest. In an effort 
to uncover a cause for this unsatisfactory performance, 
S a l i ~ * ~  performed a computational study with empha- 
sis on the base region flow field. The objective was  to 
find out if any flow irregularities occur in  the base re- 
gion and to correct for such behavior by making sim- 
ple configuration changes in the afterbody/base cavity 
shape. Flow field computations for the M8G5 projectile 
were performed at  various supersonic Mach numbers, 
2 < A4 < 5 and cr = 0.0'. Figure 87 shows the compu- 
tational mesh for the M8G5 projectile including the base 
region cavity. This figure shows the grid point clustering 
near the base corner and i n  the free shear layer region. 
This was  done in an attempt to put more grid points in 
the regions where flow field gradients are large. 

An analysis of the computed base flow results in- 
dicated the presence of a pressure spike located along 
the axis i n  the near wake region. Figure 88 is a plot 
of the center line pressure extending from the interior 
cavity downstream. With the exception of M=5, the 
jump i n  pressure can be seen for all Mach numbcrs with 
the largest peak occurring at  M = 3.0. This rapid pres- 
sure change was considered as a potential reason for the 
premature tracer burnout. In an attempt to rcduce or 
eliminate this problem, several modified base cavity con- 

figurai;ions were proposed and computations were per- 
formed. Figures 89 and 90 show pressure contours i n  the 
base region of the original configuration, as well as for 
one of the modified base configurations. The compar- 
ison between the original and a modified configuration 
shows that the original pressure spike has  grs-?tl;- been 
reduced. Based on these computational results, a new 
afterbody configuration was  chosen. Subsequent firing 
tests were then conducted for the modified M865 pro- 
jectile with the new cavity. The results did reveal some 
improvements in the visibility of the tracer when com- 
pared to the original configuration. 

The base drag for all configurations including the 
original one is shown in Figure 91. Flow field compu- 
tations were also made for a configuration with a flat 
base (without any base cavity) for comparison purpose. 
The base drag for this case is included i n  Figure 91. As 
seen in this figure, the base drag for the solid base is the 
largest and is reduced by the changes made i n  the after- 
body configurations. The base drag for the case where 
the ouI,er flare was clipped is the lowest and is less than 
half that of the flat base case. For the other configura- 
tions the outer flare remained unchanged and different 
base cavity shapes have been used. The base drag is 
reduced by 4% to 30% due to the various base cavities. 
The original base cavity configuration (second from the 
right) l t a s  the lowest base drag among the configurations 
where only base cavity was changed. The modified con- 
figuration 1 which showed the smoothest behavior i n  
the base region flow field and the ARDEC configuration 
have S I  ightly higher base drag than the original configu- 
ration. Also shown here is the result of another config- 
uration with a rectangular base cavity. The base drag 
for this configuration is slightly less than that of the flat 
base case. A careful look a t  these results reveal larger 
reduction in base drag with larger reduction in the base 
height (or base area). I t  can also be noted that the effect 
due to change in the depth of the base cavity is rather 
small a3 can be seen with configurations 3,4, and 5. Al- 
though not shown here, the largest base drag reduction 
due to  the base cavity alone compared to the flat base 
case corresponds to about a 12% reduction i n  the total 
drag. 

8.3 I3ilse Flow wi th  Mass Injection 

A strong motivation for studying base flows is the 
desire to control the flow field interactions which will 
allow higher base pressures and thus, lower base drag 
to be obtained. Several methods are employed for base 
reduction: afterbody boat-tailing, base bleed, base cav- 
ities, and base/external burning. One of the effective 
ways tcl reduce the base drag is to increase the base 
pressure through the base bleed. In this method, a rela- 
tively small amount of low velocity fluid is injected into 
the dea,d air region immediately behind the base (see 
Figure 02). 

Far increasing stagnation pressures of the bleed- 
ing jet issuing from the center portion of the base into 
the wake, three distinctly different flow regimes exist 
(Figure 93). As the stagnation pressure of base bleed in- 
creases (thus, increasing the mass flow rate gas injected), 
the base pressure increases. Under this condition, all 
the mass of the bleed is entrained into the mixing re- 
gion along the wake boundary of the slip stream, and 
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this flow condition is indicated as Regime I. Typically 
Regime I corresponds to very small rates of mass injec- 
tion, of the order of a few percent). The trend of increase 
in base pressure persists until a maximum is reached. 
Thereafter, as the stagnation pressure (or, the mass flow 
rate) increases, the momentum of the bleed gas is strong 
enough to overcome the high pressure prevailing a t  the 
end of the wake as a result of flow recompression, and 
the base pressure starts to decrease. This type of flow 
pattern occurs in Regime 11. The base pressure would 
continue to decrease until a relative minimum is reached. 
Thereafter, for higher mass injection rates, the jet is so 
strong that it becomes a supersonic stream itself and 
the base pressure increases (Regime 111). The interac- 
tion between the two supersonic streams is such that an 
equilibrium base pressure is reached. Under this situ- 
ation, the slip stream pumps out a certain amount of 
fluid from the near wake while the jet stream feeds an 
equal amount of fluid into the wake. For unusually high 
mass injection rates or stagnation pressures, the base 
pressure may be higher than the free stream pressure, 
and the pluming jet may cause separation of the slip 
stream away from the wall ahead of the base. This is 
usually known as the plume-induced separation. 

The above description of the effect of base 
bleed has been observed by many experimental 
investigationss5~ 86, 87Sahu81s 82 has applied the Navier- 
Stokes computational technique and showed that the 
phenomenon of base injection in all of the three different 
flow regimes could be predicted simply by providing ap- 
propriate numerical boundary conditions in the base for 
the bleeding stream. Earlier work (Sahusl) used an it- 
erative boundary condition procedure at  the base bleed 
exit. This procedure was  later modified by Nietubicz 
and SahuS8 to include a non-iterative boundary con- 
dition. Computed results obtained by Sahuslv 82 have 
supported the observed influences of base bleed through- 
out all three different regimes. Figure 94 shows a typ- 
ical computational grid used in the base region for a 
flow condition in Regime I. Here, an attempt was made 
to adapt the grid points to the free shear layer. The 
computed velocity vectors in the base region obtained 
with this grid are shown in Figure 95. This figure shows 
the detailed velocity vectors (streamline pattern) of the 
flow in Regime I, where all inass of the bleed has been 
entrained into the mixing region. This entrained mass 
weakens the expansion at  the base corner and the re- 
compression downstream of the base which results in a 
higher base pressure. Indeed, this increase in computed 
base pressure is also observed for small mass bleed pa- 
rameters (see Figure 96). Figure 96 also shows a drop in 
base pressure with a further increase in the bleed param- 
eter (or a larger stagnation pressure of the bleed gas). 
This corresponds to the flow conditions in Regime 11. A 
velocity vector plot in the near wake for this regime is 
shown in Figure 97. It shows some of the bleed flow pen- 
etrating the downstream region of high pressure. With 
further increase i n  bleed parameter (for higher stagna- 
tion pressures), the bleed stream becomes a pluming jet 
(jet flow). The flow field in this case corresponds to 
Regime 111 where the base pressure increases with in- 
crease in the stagnation pressure of the jet. A velocity 
vector plot for this flow condition is shown in Figure 98. 
The interaction between the free stream and the jet re- 
sults in a pair of counter rotating recirculating bubbles 
in the near wake. The effect of bleed is due to mass ad- 

dition if the stagnation temperature of the jet equals to 
that of the free stream. If the stagnation temperature of 
the jet exceeds the free stream total temperature, then it 
involves both mass and energy additions into the wake. 

In the past decade, an extensive computational 
effort has been devoted to the study of power-on (jet- 
on) base flows. Some of these numerical studies include 
the work by Deiwerts? Wagnerg: Sahus2, 91, Childs and 
Carusog? and Peace93 A variety of turbulence models 
(both algebraic and two-equation models) were applied 
with varying degrees of success. SahuS2 computed the 
supersonic flow over a missile afterbody containing a 
centered propulsive jet where the free stream Mach num- 
ber was  2.0 and the jet exit Mach number was 2.5. The 
jet to free stream pressure ratio varied from 1 to 15 for 
a conical nozzle exit half angle of 20 degrees. The grids 
in the base region were adapted to the free shear layer 
as the solutions developed. Figure 99 shows a typical 
computational grid in the base region for a jet to free 
stream pressure ratio of 3. Computed results were ob- 
tained using this grid and the algebraic Baldwin-Lomax 
turbulence model. Comparison of the computed density 
contours and the experimental (Agrell and White94 ) 
Schlieren picture for this case is shown in  Figures 100 
and 101. The flow features to be seen are the oblique 
shock at  the end of the afterbody, the trailing shock 
system inside the plume and the slip line that emanates 
from the nozzle lip and defines the jet boundary. The 
trailing shocks inside the plume cross each other about 2 
calibers downstream of the base. The agreement of these 
qualitative features between the computed results and 
the experiment are quite good. A plot of average base 
pressure as a function of exit pressure is shown in Fig- 
ure 102. The base pressure increases as the stagnation 
pressure of the jet increases. This clearly corresponds to 
flow Regime 111. The agreement of the computed base 
pressures with experiment is good for higher pressure 
ratios of 9 and 15, but falls off at  the lower values. 

Another experimental data set that has been used 
for computational validation is that obtained by Helts- 
ley, et al.95 for a free stream Mach number of 1.4 and 
a Mach 2.7 nozzle. Petrie and Walkerg6published com- 
parisons of computational results from various research 
groups with this experimental data. It should be noted 
that the experimental data was not provided until after 
the computations were complete. The study indicated 
that the computed results suffered from grid resolution 
and turbulence modeling issues which prevented accu- 
rate predictions in the base flow region. It was also 
noted that the experimental data suffered from uncer- 
tainties in  the measurements in the near wake region. 
Since then, the experimental results have become avail- 
able and Child and Carusog2 and others have predicted 
these flows more accurately. They concluded that grid 
resolution and turbulence model deficiencies caused sig- 
nificant error in  the numerical prediction of such flows. 
They obtained the computed results using a two equa- 
tion k - E turbulence model and adapted grid; however 
flow inside the nozzle was not included i n  their calcula- 
tions. Sahug7 h a s  performed computations that includes 
the inside of the nozzle. In addition, a grid adaptation 
procedure was developed to adapt the base region grid 
to both the free and the jet shear layers using the tem- 
perature gradients. An example of two adapted grids 
for two pressure ratios (50 and 150) are shown in  Fig- 
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ures 10.3 and 104. Computed velocity vectors and Mach 
contours for the low pressure ratio case are shown in 
Figures 105 and 106, respectively. Figure 105 shows 
the two counter rotating recirculating bubbles in the 
near wake. I t  also shows the flow in the nozzle itself. 
Figure 1OG shows the qualitative features such as the 
flow expansion a t  the base corner, recompression shock 
downstream of the base, Mach disk inside the plume, 
and the two shear layers. Figure 107 and 108 show 
the corresponding base pressure distributions. For both 
pressure ratios, the new results are compared with ex- 
periment and previously computed results where grid 
adaptation was not used and flow inside the nozzle was 
not computed. In both these cases, the large kink in the 
pressure near the jet  exit seen with the previous result 
has been eliminated in the new results, and a substantial 
improvement in the base pressure comparison has been 
achieved in the new results. These new results were ob- 
tained using an algebraic turbulence model. I t  appears 
that  for jet flows, grid adaptation may be more critical 
than the turbulence modeling. Additional experimental 
data  containing detailed information in the near wake 
for such flows is needed for further validation of com- 
puted results obtained with the Navier-Stokes compu- 
tational techniques. 

9. CONCLUSION 

As evidenced by the results shown in this paper, 
Navier-Stokes methods have been successfully 'used to 
predict the aerodynamics of missile configurations. Meth- 
ods currently exist for predicting both static and dy- 
namic aerodynamic derivatives for these flight bodies. 
As demonstrated by a number of the applications, the 
computational requirements for applying these techniques 
can be considerable and represents the primary reason 
why these techniques have not experienced wider use. 
The results demonstrate that  the accuracy of these tech- 
niques often depends on the accuracy of the turbulence 
model. In general, the results show that for low angle 
of attack flight, Navier-Stokes methods can provide ac- 
curate aerodynamic coefficient prediction with existing 
turbulence models for many flight vehicles. At higher 
angles of attack, shortcomings in turbulence modeling 
may affect the accuracy of the results, particularly for 
longer bodies. 

The prediction of base flow, both with and without 
mass injections, can also be well predicted using Navier- 
Stokes techniques, provided adequate turbulence models 
and grid resolution are used. For the base flows i n  the 
absence of mass injection or for low mass injection rates, 
the accuracy of the details of the flow field appears to be 
dependent on the turbulence modeling, although the in- 
tegrated effects are probably acceptable for aerodynamic 
coefficient prediction. For high mass injection, the ac- 
curacy of the flow field predictions depends strongly on 
grid resolution and grid adaption appears to play an 
important role. 

There is still much research work that needs to 
be performed before Navier-Stokes techniques can be 
routinely used for predicting the aerodynamics of com- 
plex missiles shapes. From the computational side, im- 
provements in algorithms, grid generation and turbu- 
lence modeling are obviously required. I t  should be clear 
from a number of examples cited in this paper, that one 
requirement for improving the computational modeling 
is continued detailed experimental testing. 
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Figure 4. Circumferential pressure distribution on 
SOCBT configuration, Mach 3, Q = 6.3', (top) on cylin- 
der, (bottom) on boattail, from Ref. [9]. 
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Figure 3. Longitudinal pressure distribution on 
SOCBT configuration, Mach 3, Q = 6.3O, from Ref. [9]. 
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Figure 7. Circumferential pressure distribution near 
aft end of SOC body, Mach 3, 6.3', from Ref. [15] 
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etry, circumferential angle 30' from lee side, Mach 3, 
6.3', from Ref. [15] 
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Figure 29. Pitching moment coefficient as a function 
of Mach number, M549 configuration 
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Figure 31. Schematic of M825 standard and dome base 
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Figure 68. Schematic of projectile afterbodies 
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Figure 74. Schematic diagram of supersonic base flow 
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Figure 77. Computed pressure contours in  the base 
region, M ,  = 2.46, a = O.', k - E model 
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Figure 78. Computed Mach contours in the base re- 
gion, M ,  = 2.46, a = o.", k - E model 
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Figure 79. Computed velocity vectors in the base re- 
gion, M ,  = 2.46, a = o.', k - E model 
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Figure 91. Computed drag coefficient for various base 
configurations for the M865, Mach 3 

Figure 89. Pressure contours in base region of M865, 
Mach 3 
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COMPUTATION OF SUPERSCjNIC AIR-INTAKES 

R.G. LACAU, P. GARNERO, F. GAIISLE 
AEROSPATIALE MISSILES 

91370 Verritres-Le-Buisson - FIUR’CE 

1. INTRODUCTION 

Air-breathing missiles are equiped with turbojet 
or ramjet engines which can only operate in the 
atmosphere. 

The turbojet is well suited t o  subsonic missiles 
(APACHE, HARPOON, ...) and the ramjet, which is 
a simple engine, is well suited t o  supersonic 
missiles (ASMP, ANS, ...). With subsonic 
combustion ramjet engines, the possible flight 
Mach numbers range from about 2.0 to  about 6.0. 
Above 6.0, a supersonic combustion is more 
advantageous and, below 2.0, additional 
propulsion means may be necessary t o  accelerate 
the missile (boost rocket). 

1 

Contrary t o  rocket propulsion for which 
propellant contains oxidizer, the air-breathing 
engine use the air atmosphere t o  burn the fuel. It 
follows that intakes are necessary t o  capture 
external flow. 

The primary function of air-intakes is t o  
decelerate air t o  subsonic combustion chamber, 
with the highest possible total pressure recovery 
and the required engine mass flow. Another 
function is t o  provide sufficiently uniform flow 
into the compressor or combustor for a good 
combustion process. 

The achievement of these requirements is a very 
difficult task, more especially as the air-intakes 
are installed on a fuselage and therefore in a non- 
uniform flowfield. 

In the past, air-intake studies were mainly based 
on long and expensive wind tunnel tests. The 
exclusive use of experimental facilities is no 
longer sufficient in terms of time and cost t o  
define and optimize new configurations. So, 
thanks t o  computer hardware and numerical 
methods progress , the methodology has been 
adapted by using Computational Fluid Dynamics 
(CFD) tools (see figure 1 .). 

The aim of this paper is t o  present how some CFD 
tools can be used to compute external and internal 
flowfields involved in the design of supersonic 
air-intakes. These tools help the designer t o  
better understand flow phenomena, to  determine 

favorable intake location and t o  predict air-intake 
performances such as pressure recovery and 
milss flow ratio. 

As supersonic intakes are mainly used on ramjet 
mi:;siles, we limit this paper t o  ramjet air- 
int.akes. 

After a brief overview of the existing types of 
air-intakes, we describe the way their perfor- 
mances are quantified. Then we present the CFD 
tocils used t o  evaluate air-intake characteristics. 
Finally selected applications of these tools 
dernonstrate how a comprehensive study of air- 
intake may be achieved through CFD. Both 
external and internal flowfield computations are 
presented, which allows t o  predict air-intake 
performances. 

2. RAMJET MISSILE AND AIR-INTAKE 
COIWGURATIONS [ 1 - 51 

We can distinguish three generations of ramjet 
mis,ji les. 

In the first one, the ramjet engine is positioned 
within a nacelle outside the missile dart. The 
intakes are axisymmetric and have good 
performances (low interference with fuselage 
flow field) but the missile is heavy and bulky and 
its ijrag is high. Such missiles were developed in 
the 1950’s: BOMARC (USA), BLOODHOUND (GB), 
SlRllJS CT41 (France). 

In the second generation, the engine is integrated 
in the dart, with the intake placed in the nose and 
with a jettisonable rocket booster located at the 
base. This configuration has several advantages 
as compactness and good intake performance, but 
has also some drawbacks as loss of volume for 
the paylod and homing device, and excessive 
length. The main missiles developed are: TALOS 
(USA), SEA DART (GB), VEGA (France), 
STATALTEX (France). 

In the third generation, which represents today’s 
integration method, the air-intakes are placed on 
the sides of the fuselage and the rocket booster is 
integrated in the ramjet combustion chamber. This 
configuration avoid any loss o f  volume and 
therefore is optimum. Examples of such missiles 

Presented at an A G A R D  Special Course on ‘Misxile Aerodynamics’, June 1994. 
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are: ASMP (France) equiped with two rectangular 
intakes, ANS (France-Germany) equiped with four 
axisymmetric intakes. 

The number, shape and position of air-intakes are 
various and their choice depend on performance 
requirements: internal performance (thrust), 
external aerodynamics (drag, l i f t  t o  drag ratio), 
operational constraints and control (skid t o  turn 
or bank t o  turn). We distinguish (figure 2) : 
- single intake: nose, annular, chin, ventral or top 
mounted, 
- two, three or four lateral intakes. 

The shape may be (figure 3)  : axisymmetric (full, 
half or quarter) or rectangular (conventional, 
inverted or lateral), and the longitudinal location 
is a compromise between: the flowfield around the 
fuselage, the diffuser length, the aerodynamic 
stability of the missile and the attachment points 
on the fuselage. 

To compress the flow, multiwedge ramps are 
used. They may be completely external or mixed 
external-internal. For Mach numbers over about 
3.0, mixed external-internal supersonic 
compression is a good process. It allows t o  limit 
the turning of the external flow ahead the cowl lip 
and so avoids steep cowl angle and therefore high 
cowl wave drag. 

In order t o  improve supersonic air-intake 
efficiency we generaly use external boundary 
layer bleed in order t o  evacuate as much forebody 
boundary layer as possible with moderate 
increase of external drag. 

We also use internal boundary layer bleed which 
takes place at intake throat and catches some 
percentages of intake mass flow. This bleed has 
two main functions : 
- improve air-intake efficiency by decreasing 
viscous losses i.e. boundary layer height at engine 
entry, 
- stabilize and uniformize the flow a t  engine entry 
by  reducing normal shock-boundary layer 
interaction a t  critical point. 
It allows higher critical efficiency by delaying 
subcritical running. 

Axisymmetr ic intakes have maximum 
performances a t  zero incidence with medium 
incidence sensitivity. Rectangular intakes have 
favourable incidence effects, but are highly 
sensitive t o  sideslip angle. 

In the future, ramjet missile configurations will 
have non-circular cross sections for an optimum 
integration of the air-intakes in the fuselage 
flowfield, a low drag, a high lift t o  drag ratio, a 

small radar cross-section and a good integration 
on carrier aircraft (figure 4). 

3. DEFINITION OF THE MAIN INTAKE 
PERFORMANCE PARAMETERS [3, 181 

When we design an air-intake we need criteria in 
order to  select the best geometry. These criteria 
are based on propulsion performances and on 
structural feasibility. 

The best solution will provide the engine with the 
highest available energy at  required engine Mach 
number and mass flow for the smallest size and 
weight. 

In order t o  compare mass flows entering the 
engine, it is convenient t o  non-dimensionalise 
them by refering them t o  the mass flow that 
would pass through a characteristic area if it 
was placed in the freestream at flight conditions. 
For convenience, the air-intake entry area Aint 
is normally selected as the characteristic area 
(see figure 5 for a 2D representation): 

&engine = mengine 1 m~ int 

&engine 
mengine = air mass flow at engine entry 
mo int 

area a t  freestream conditions 

&engine= AO engine / Aint 

= engine mass flow ratio 

= air mass flow through characteristic 

The mass flow ratio associated with boundary 
layer bleed may be defined in a similar manner : 
&bleed = mbleed 1 m0 int = A0 bleed 1 Aint 

The total intake capture mass flow ratio will be 
the sum of the engine and bleed mass flow ratios: 
A0 total = A0 engine + A0 bleed 
&total = &engine + &bleed 

Another important characteristic for an air- 
intake is i ts  performance. This performance 
defines the characteristics of the flow at the end 
of the diffuser. The interesting features of this 
flow are: total  pressure, kinetic energy, 
thermodynamic state, ... T o  measure 
performance or efficiency in the case of 
supersonic air-intakes, we commonly use total 
pressure recovery 77 0 2  ( 0 is in the free- 
stream and 2 is a t  the engine face, see figure 5): 
7702 = pT2 1 h 0  

I+ 
Pl-0 = freestream total pressure 

= mean total pressure a t  engine entry 

1 

I 
i 
1 

I 

I 
I 
1 

i 

I 
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Thus, total pressure recovery is a measure of 
the available pressure energy a t  engine entry, 
compared with that existing in the flow a t  
freestream conditions. 

The internal performance of an air-intake may be 
described a t  each flight condition (Mach number, 
incidence and sideslip angles) by a single curve, 
the intake characteristic curve. 

The common forms for intake characteristic 
curve are : 
r102 = f(Eengine) or r102 = f(Etota0 

A set of such curves are necessary to  define air- 
intake performance over the flight envelope, 
taking into account, for example, the variation of 
flight Mach number and incidence. 

The point a t  which the air intake operates on the 
characteristic curve is governed by conditions a t  
downstream end of the intake duct, that is, by 
the engine airflow demand. This is known as the 
matched operating point. 

On the characteristic curve, we can distinguish 
different air-intake 'runnings: 

- Supercritical running 
The normal shock which separates supersonic 
from subsonic flows in the duct, is downstream 
the cowl lip for external supersonic compression 
intake or downstream the throat (smallest 
internal section) for  mixed supersonic 
compression air-intake. 

- Critical running 
The normal shock is located a t  the cowl lip for 
external compression intake or a t  the throat for 
mixed compression intake. 

- Subcritical running 
The normal shock is upstream the cowl lip for 
external compression intake or upstream the 
throat for mixed compression intake (in fact for 
this latter configuration we cannot have a steady 
normal shock between the throat and the cowl 
lip, so the steady location of the shock is also 
upstream the cowl lip). 

Depending on the air intake type, we can use four 
types of characteristic curves: 
- figure 6 presents the two common forms of a 
typical characteristic curve for an external 
supersonic compression intake with internal 
boundary layer bleed, 
- figure 7 presents the two common forms of a 
typical characteristic curve for an mixed 

supersonic compression intake with internal 
boundary layer bleed. 

In addition to  these performance data we need : 
- internal pressure and heat fluxes distribution in 
order t o  verify structural feasability and t o  
estimate air-intake size and weight, 
- flow profile a t  intake exi t  in order t o  verify 
air-intake/ engine compatibility. 

Both external and internal flow fields predictions 
are required so as to  obtain all these characte- 
ristics. 

4. COMPUTATIONAL METHODS 

TWO types of computational methods are 
available : semi-empirical methods and numerical 
methods. 

- Ssmi-emDirical methods are the simplest 
arid the fastest methods t o  predict two- 
dimensional air-intake performances. They are 
based on shock wave theory for compression 
calculation and experimental results for internal 
loss calculation. They predict the intake 
efficiency and the mass flow ratio entering the 
combustor. Despite their limited accuracy, they 
are well suited to parametric studies. 

Mumerica1 methods are essential t o  determine 
favorable intake position and the mass flow 
captured by the intake, t o  predict the 
characteristic curve of the intake for all the 
possible operating conditions, from the 
supercritical to  the subcritical one, and t o  
provide with important insights into the 
understanding of complex flow mechanisms for 
thle design studies. 

The methods range from the Euler equations t o  
the various forms of the Navier-Stokes 
equations. 

The Euler eauat ions represent the most 
complete set of equations modelling the evolution 
of: a non-viscous and non-conducting fluid. They 
admit weak solutions with jumps, among which 
physical discontinuities are modelled such as 
shock waves. 

In order t o  compute steady flows with Euler 
equations two main ways are used : 
- solve the steady equations in case of 
supersonic flows. These equations are hyperbolic 
in space and a space-marching technique can be 
used. 



- solve the unsteady equations. Al l  flow 
variables are advanced in time until an 
asymptotic limit is reached. This procedure is 
valid for any speed range and is well suited t o  
compressible internal flow calculation. But if the 
flow is supersonic as, for example, on the 
forebody, a pseudo-unsteady marching procedure 
can be used. 

The Boundarv - laver eauat ions are the 
simplest equations which include viscous effects. 
They are used t o  determine boundary layer 
thickness, transition location, separation lines. 
Boundary layer methods are inexpensive to  use 
and therefore often part of a methodology loosely 
coupling Euler and boundary layer approches. But 
this technique applies only to  flow situations 
where the interaction between the viscous layer 
near the wall and the inviscid core region is 
weak. Now, i f  viscous effects become 
preponderant (flow separation around the 
forebody or in the duct, shock-boundary layer 
interaction, ...), we must use Navier-Stokes 
met hods. 

The unsteady Navier-Stokes eauations should 
be capable of describing any flowfield over a 
forebody and in an air-intake. Predicted quantities 
include flow separation, vortical flow, turbulence, 
... which are of prime importance. 

Due t o  present computer limitations and 
incomplete understanding of the physics of 
turbulence, simplifications must be made to  the 
full Navier-Stokes equations. 

A first approximation is t o  resort t o  time- 
average rapidly fluctuating components. This 
yields t o  the Reynolds-Averaged Navier-Stokes 
equations (RANS) which require a turbulence 
model t o  provide closure for the solution. These 
equations should be used for the most complex 
industrial flows including large scale separations. 

A second step of approximation is to  neglect the 
viscous terms in the streamwise direction. This 
yields t o  the Thin-Layer Navier-Stokes equations 
(TLNS). 

Finally, if in addition we neglect unsteady terms 
we obtain the Parabolized Navier-Stokes equations 
(PNS). These equations only apply to  supersonic 
flows. 

To demonstrate the ability of these predictive 
methods, we present in the following sections 
some practical examples. The computation codes 
used are : 

- Semi-empirical code : OCEAS 
This code, developed by AEROSPATIALE, predic s 
supersonic and hypersonic two-dimensional intake 
performances. 
The main characteristics taken into account are: 
- total pressure and Mach number losses due t o  
oblique and normal shocks, 
- the internal losses due to  viscous effects, 
- the boundary layers displacement effects. 
As the flow is supposed to  be two-dimensional and 
planar, the amount of flow spilled sideways is not 
taken into account. However, an estimate of these 
losses may be found in ref. 6 and 7. 

OCEAS computes analyticaly, step by step, shock 
waves, expansion waves, slip lines and their 
interactions. 

For supersonic intakes, the pressure recovery is 
computed for different normal shock wave 
positions in the intake. The highest value 
corresponds to  a normal shock wave located a t  the 
cowl lip or a t  the smallest internal section (see 
§3). 

Internal losses a t  the critical point (diffuser 
losses, ...) are determined by an empirical 
function F developed by ONERA from the 
compilation of many experimental results in the 
Mach number range 2 t o  3.5 : 
F = 1 / cosh((Mach - 1 )/3). 
Above Mach number 3.5, pressure recovery may 
be much underestimated. 

Total mass flow ratio & to ta l ,  can be easily 
computed after the shock waves and the 
streamline which meets the cowl lip have been 
determined. 

In supercritical regime, bleed mass flow &bleed is 
calculated as a function of the total pressure in 
the bleed and the sonic throat section of the bleed. 
The engine mass flow is then deduced according 
to: 

&engine = &total - &bleed 

Boundary layer effects can be taken into account 
by wall displacements. The development of the 
boundary layer along the walls is obtained using 
semi-empirical formulas [8, 91. It can be laminar 
or turbulent with a transition criteria. However 
these corrections are small and can be neglected 
for a preliminary design. 
To visualize interactively the flowfields and the 
desired informations about the intake (average 
values, ...), a graphical environment has been 
developed. With this graphical environment, we 
can modify interactively the geometry and so 
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design and optimize geometries very rapidly 
(figure 8). 

- Euler and Navier-Stokes code FLU3M 

For 3D external and internal transonic/supersonic 
flows, FLU3M code developed by ONERA in 
collaboration with AEROSPATIALE is used. It is a 
multi-block explicit or implicit Euler and Navier- 
Stokes solver. It is based on upwind schemes (Van 
Leer, Osher, Roe). Second order accuracy in space 
is obtained via MUSCL technique. For supersonic 
flows, a space-marching technique is available. 

LuLLll 

- Boundarv laver code: 3C3D f122 
3C3D, developed by ONERAICERT, solves the 3D 
boundary layer equations in direct mode. Equations 
are integrated along streamlines, in a space- 
marching method, taking in to  account 
characteristic surfaces, influence and dependence 
domains. The code includes semi-empirical 
transition criteria and turbulence models. 

- Pseudo-PNS and PNS codes: FLU3PNS 
f 131 and TORPEDO r141 
FLU3PNS, developed by AEROSPATIALE Space and 
Defence, is a 3D TLNS code with a space-marching 
strategy allowing pseudo-PNS computations. The 
TLNS equations are considered as unsteady 
equations and the space marching results of a time 
marching approach in each plane. Viscous fluxes 
are neglected in the marching direction. Balwin- 
Lomax turbulence model is implemented with 
Degani-Schiff modification for vortical flows. 

TORPEDO code, developed in collaboration between 
AEROSPATIALE Missiles, ENSAE and ONERAKERT 
solves steady 3D PNS equations by means of a non 
i terat ive implicit Roe-Osher-Chakravarthy 
scheme. Upwinding is maintained in the subsonic 
layer. 

- Navier-Stokes code : NSZD rl51 
NS2D, developed by ONERA, is a 2D multi-block 
Reynolds-Averaged Navier-Stokes solver. It is 
based on a time explicit scheme, centered in 
space. The Balwin-Lomax and MICHEL turbulence 
models are included for analyzing turbulent flows. 

5. FUSELAGE FLOWFIELD COMPUTATION 

Study of this flow is necessary t o  determine 
favorable intake position and the mass flow caught 
by the intake. 

To achieve high intake performances, it is 
necessary t o  search low velocity fields and to  
avoid low energy fields (boundary layer and 
vortices) (figure 9). 

So, local total pressure, Mach number, angle of 
attack, side slip angle, boundary layer height and 
vortex separation position have t o  be determined 
in several transverse planes. These computations 
will permit t o  determine favorable intake 
position, optimized geometry of the forebody and 
of the intake, position of the external boundary 
layer bleed and the mass flow caught by the 
intake. 

Thle tools used for forebody studies include: 
- liuler codes which are well suited to  determine 
velocity fields, 
- boundary layer codes giving information about 
the boundary layer thickness a t  the .intake 
entrance section, 
- IJavier-Stokes codes for a better evaluation of 
thse viscous effects around the forebody, taking 
into account flow separations which may appear 
for flights with manoeuvres. 

A t  low incidence, boundary layer can be analysed 
relatively easily with the boundary layer code 
3C:3D. Figure 10 shows a typical turbulent 
boundary layer thickness computation on a 
fuselage . With incidence, the boundary layer on 
the leeward side becomes thicker and, under the 
positive pressure gradient effect, separates from 
the fuselage. This situation is much more difficult 
t o  predict. In the following we present different 
nu.merical applications concerning a 3 caliber 
tangent ogive cylinder experiment on which flow 
fielid and surface pressure measurements as well 
as skin friction patterns are available [16]. In this 
experiment, free stream angle of attack is lo", 
ternperature 183"K, Mach number 2, and 
Reynolds number, based on body diameter, 
0.1 6x1 06. In the computations, wall temperature 
is fixed a t  307"K, which approximately 
corresponds to  adiabatic wall conditions. 

&Laminar comDutation ; 
- Space-marching TLNS calculation with 
FL 1 J3 PNS 
This computation begins with an explicit stepback 
procedure using local time step. Space-marching 
cornputations are then realized with an implicit 
algorithm and a global time step. CFL number 
varies from 40 to  100. The mesh has 86 points in 
the! longitudinal direction, 80 in the radial 
direction and 40 in the circumferential direction. 
The grid in each transverse plane, issued from a 
2D elliptic grid code, is clustered near the wall. 
Size of the first cell has been choosen t o  allow 
laminar and turbulent computations. 

- PlVS calculation with TORPEDO 
This calculation is initialized by a stepback 
procedure. Fully upwind algorithm is used with 
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Van Leer limiter. In this case, the mesh has 4500 
points in the longitudinal direction, 62 points in 
the radial direction and 31 in the circumferencial 
direction. 

- Unsteady Navier-Stokes calculation 
with FLU3M 
RANS equations are solved on the same mesh as 
pseudo-PNS. Roe fluxes (explicit part) with Van 
Leer implicitation in the two transverse 
directions are used. Computations are made with a 
local time step and a CFL number of 5. 

Figure 11 presents the computed Mach numbers 
evolution in several transverse planes (FLU3M 

~ calculation). 

Figures 12 and 13 show total pressure and Mach 
number distributions in tranverse plane located a t  
X/D=7 (corresponding t o  an typical intake position 
on a fuselage) . There is a good agreement 
between iterative solutions of FLU3M or FLU3PNS 
and experiments, but TORPEDO underestimates 
values of Mach number and total pressure. 

b) Turbulent comr>utatiorl 
A fully turbulent computation is realized with 
FLU3PNS, using Baldwin-Lomax turbulence model 
and Degani-Schiff modification, on the same mesh. 
The laminar step-back results are used t o  
initialize the space-marching computation. CFL is 
fixed t o  200. Results are compared with 
experiments made in the same conditions as the 
laminar ones, except the fact that transition is 
triggered a t  X/D=l.  

Figures 14 and 1 5  present total pressure and 
Mach number distributions in the same transverse 
plane (X/D=7). The agreement between 
experiment and computation is excellent. 

6. INTAKE FLOWFIELD COMPUTATION AND 
PERFORMANCE PREDICTION 

Due to  the complexity of intake geometries and 
flowfields, computations are usually splitted into 
two phases. 

In the first one, intakes are computed alone, with 
an uniform upstream flowfield corresponding to  
the averaged flowfield entering the intake. This 
method is well suited for the design phase. But 
this simplified method is unperfect, and in a 
second phase it becomes necessary to  take into 
account the real non uniform flowfield entering 
the air intake. 

6.1. Intake with an uniform external 
flowfield 
After the fuselage flow field has been computed, 
it is possible t o  calculate average values in the 
intake capture area (usually we consider a 
tranverse plane located a t  the apex of the first 
compression ramp), for Mach number, total 
pressure, incidence and sideslip angles. Then, the 
intake can be considered located in this uniform 
flowfield as an isolated intake. 

In this phase, the intake is considered 2D or 
axisymmetric. 

The computation tools used are based on semi- 
empirical, Euler and Navier-Stokes methods. 

To demonstrate the capabilities of these tools we 
will consider the two-dimensional intake 
presented in figure 1 6  . This intake has two 
compression ramps and an internal boundary 
bleed, the freestream Mach number is 2.89. 

- Semi-empirical calculation with OCEAS 
Figure 17 presents the predicted characteristic 
curve. The comparison between experiment and 
computational results shows a quite good 
agreement. However, the efficiency a t  the critical 
point is underestimated. But, if we don't take into 
account the internal losses through the empirical 
function F (see §3), we overestimate the 
efficiency a t  this point. 

- Euler calculation with FLU3M [7, 7 71 
Although Euler equations do not take into account 
viscous effects, they allow t o  analyse the flow in 
all the intake, and t o  estimate mass flow ratio, 
total pressure recovery and wall pressures. 

To construct a structured grid in the intake, it is 
necessary to  adopt a multi-block strategy. The 
grid we used contains about 30000 points and is 
subdivided into four domains (figure 16 ). The 
first one extends from the upstream boundary to  
the cowl lip plane, the second one from the cowl 
lip plane to  the outer downstream boundary; the 
third one from the cowl lip plane t o  the diffuser 
end boundary and the fourth one represents the 
boundary layer bleed. For all these domains the 
grid is continuous except a t  the entry of the inner 
boundary layer bleed. 

During the wind tunnel tests, the ramjet operation 
is simulated with an obstructer positioned a t  the 
end of the diffuser (see figure 16) .  In 
computations, we can use two possibilities t o  
reproduce this : 
- apply a static pressure in the downstream 
diffuser, 
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- use a variable throat in the downstream of the 
diffuser t o  simulate different sections and so 
different downstream static pressures. 

The use of the first possibility is delicate. As 
explained in the ref. 7, it is not possible t o  
initialize t o  a high value the static pressure in the 
downstream of the diffuser directly. It is 
necessary to  first obtain a converged solution for 
a low static pressure, then to  reinitialize another 
calculation with the results of the first one and 
with a static pressure slightly higher, and so on. 
If the step of the static pressure is too high, the 
calculation does not converge or give a solution 
which is not physical. In addition this procedure 
does not allow to  compute the critical regime. 

Figure 18 presents the is0 Mach lines obtained 
with such a procedure. For this calculation we 
have applied the experimental s ta t ic  pressure in 
the downstream of the internal bleed . The 
solution presented corresponds t o  a critical 
regime. We can see the external compression 
shocks, the cowl shock and the downstream 
normal shock, near the internal boundary layer 
bleed entrance, which makes the separation 
between the supersonic part and the subsonic part 
of the flow. 

Figure 19 shows the comparison between the 
computed is0 Mach lines and schlieren 
photography obtained in wind tunnel. The 
comparison shows a good agreement between 
computation and experimental visualization for 
the shock wave positions. 

Figure 20 presents the pressure distribution on 
upper and lower walls. Calculations have been 
performed with and without internal boundary 
layer bleed. The effect of representing the 
boundary layer bleed is t o  displace the normal 
shock wave upstream , which allows better 
results, especially the correct mass flow 
chamber, even if we use an Euler method. 

Consider now the second possibility to  represent 
the running of the internal bleed and of the ramjet. 
It consists in using a fixed throat downstream the 
internal boundary layer and a variable throat 
downstream the diffuser. The variable throat 
allows t o  simulate the different running regimes 
from the supercritical t o  the subcritical one 
(figure 21). 

Figure 22 presents the characteristic curve 
obtained with this procedure. The comparison 
between experimental and computational results 
shows a good agreement. Computation near the 
critical point needs however some precaution due 

t o  the normal shock instability, which is also 
observed experimentally as the shock moves 
upstream from a divergent duct t o  a convergent 
one. 

- Navier-Stokes calculation with NSZD 
Navier-Stokes calculations allow t o  take into 
account viscous effects like total pressures losses 
near the wall, shock-boundary layer interactions, 
vortical flow a t  bleed entrance, ... 

Figure 23 presents a comparison between Euler 
arid turbulent Navier-Stokes computations. We can 
see that Navier-Stokes calculation provides a 
normal shock located slightly upstream from the 
one obtained with the Euler calculation. That is 
certainly due to  the boundary layer displacement 
thickness in the diffuser which reduces the 
available cross section. 

Figure 24 presents a Navier-Stokes calculation 
ccirresponding t o  a critical running . We observe 
the vortical flow in the boundary layer bleed and 
the separation of the boundary layer in the 
diffuser resulting from the shock-boundary layer 
in 1: er action. 

6.2. Intake with a non uniform external 
flowfield 
Ttle previous method is approximate as it does not 
take into account 3D effects due t o  forebody 
influence and also t o  compression ramp finite 
width or intake lateral walls. 3D air-intake 
calculations with the real non uniform flowfield 
around the fuselage are then necessary. 
To perform these calculations, there are two 
ways : 
- compute the intake placed in a non uniform 
flowfield, 
- compute together external and internal 
flowfields ( global computation). 

a) Intake flowfield computation with a 
non uniform external flowfield 
In this procedure the external flowfield is 
computed first. Depending on the intake geometry, 
this calculation is performed up to  the apex of the 
first external compression ramp or up t o  the 
entry section of the intake. 

Then, 3D external flow results are used as 
upstream boundary conditions for the internal 
flowfield calculation. 

In order t o  obtain very fine results a t  the entry 
section of the intake, the internal computational 
domain is usually extended up t o  the apex of the 
first external compression ramp. In that case the 
multi-block grid used for the internal flow 
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calculation will include an external bloc delimited 
by the external ramps and the external flow 
previously computed (see figure 25). To obtain 
very fine results a t  the entry section of the 
intake, the mesh of this external block must be 
much finer than the one used for the external flow 
calculation. 

This procedure applies only t o  supercritical and 
close critical regimes. 

Figure 26 presents an application of such a 
method for the AEROSPATIALE ASMP type missile 
configuration (the grid on the whole missile is 
presented for a better understanding of the 
geometry). 

b) Global computation 
This procedure is more complex. It applies to  all 
operating conditions, from the supercritical to the 
subcritical ones. Furthermore i t  allows to  take 
into account the internal flow effects on external 
aerodynamics. 

To illustrate this method, we will consider the 
forebody/intake configuration shown on figure 27. 
It corresponds t o  an aircraft of the F 1 5  type with 
rectangular intakes. 

We used 3D multi-block Euler code FLU3M to 
compute this configuration [18]. Calculation was 
performed without incidence and side slip, and 
with a freestream Mach number equal 2.2 
corresponding t o  a critical regime. As the 
configuration i s  symmetric, only a half 
configuration has been computed. 

Figures 28 and 29 present the topological 
decomposition used. The grid contains 882000 
points and is subdivided into 11 domains covering 
all details: cockpit, external and internal boundary 
layer bleeds. 

Figure 30 shows the mesh and the computed static 
pressures on the flow centerplane and the surface 
of the forebody and intake. The shock waves 
generated by the nose and cockpit are clearly 
indicated, as are the shocks generated by the 
intake compression ramps. It appears that an 
oblique shock has been generated by the diverter 
between the intake and the forebody and this shock 
is seen t o  pass under the fuselage. These are 
exactly the airframe/intake integration features 
which we would hope t o  model properly for 
improve performance. 

Figures 31 and 32 illustrate the Mach number 
distribution on the body and intake surfaces. The 
compression in the intake can be seen with the 

' 

separation between the supersonic part and the 
subsonic part of the internal flow. 

Figure 33 presents the Mach number distribution 
in the captation section. The comparison between 
experimental and computational results shows a 
quite good agreement even if the Mach numbers 
near the fuselage are underpredicted. The 
difference is about 2%. 

6.3 Futur computational needs 

We distinguish two main needs : 
- develop robust and cost effective Navier-Stokes 
solvers with appropriate turbulence models, 
- take into account real shape of the combustion 
chamber in final air-intake design. 

For the first point, turbulence models have to  
increase their flexibility (ability t o  account for 
many walls for example) and their universality 
(reduction of user defined constants, validation on 
complex geometries). 

The second need is t o  gather air-intake and 
combustion chamber computations. These 
simulations are currently only linked by the mean 
flowfield in the final plane of air-intake diffuser. 
Nevertheless, the extension of internal flowfield 
simulation up to the combustion is very important. 
It will allow a better simulation of the whole 
propulsive stream tube, taking into account the 
non uniform flow a t  the entry of the chamber and 
the flow interaction between the chamber and the 
diffuser. Such a simulation will be similar t o  the 
one performed on test  benches. 

7. CONCLUSION 

A brief overview of CFD methods applied t o  
supersonic intakes has been given. 

Depending on the project phase, a large panel of 
methods are used. These range from the 2D semi- 
empirical one to  3D RANS equations resolution. 

For preliminary design, semi-empirical tools are 
fairly well adapted for the test  of a wide range of 
geometries. The selected concepts may then be 
fine tuned through Euler computations which give 
the main characteristics of the air intake. This 
computational methodology proved t o  be very 
efficient in terms of prediction and cost. Finally 
RANS computations usually allow a better 
understanding of flow behaviour (flow separation, 
...) and an improved design. 
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To demonstrate the capabilities of these methods, 
we have presented three types of practical 
applications: external flow prediction around a 
fuselage at incidence, internal flow prediction in a 
isolated two-dimensional intake and global 
internal-external flow prediction for a three- 
dimensional intake mounted on a fuselage. 

Further improvements of computational metho- 
dology for air-intakes will have t o  account for 
current design tendency: propulsion system tends 
t o  be more and more integrated t o  the airframe 
(mainly for stealth and compactness reasons). 
This trend will certainly emphasize the coupled 
external-internal approach (global computation) in 
order t o  predict critical and subcritical runnings 
up t o  buzz. Another numerical consequence of 
propulsion system integration will be the need t o  
compute the largest part of the ramjet. In 
particular, integration of combustion chamber in 
air-intake simulation is the only way t o  correctly 
simulate heterogenity and interaction existing 
between diffuser and combustor. This will be the 
next challenge for CFD. 
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Figure 3 : Air-intuke type [ l ]  
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Figure 6 : Typical characteristic curves f o r  external compression 
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Figure 7 : Typical characteristic curves f o r  mixed compression 
intake with internal boundary layer bleed 
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Figure 8 : OCEAS code - Graphical environment 

NOSE VORTICES 

BOUNDARY LAYER 

AREA OF GOOD COMPROMISE 

LONCITUD1NA.L POSITION 

~ @,BODY VORTICES 
LATERAL OVER SPEED 

STRAKE 
BOU~~~~?I? , ,YE<)  STRAKES VORTICES 

REF. LARUELLE) AZIMUTHAL :POSITION 

Figure 9: Air-intake position on fuselage 

Figure 10 : Turbulent boundary layer thickness on a fuselage 
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Figure I 2  : Total pressure contours in  the plane XID-7. 

Mach = 2, a=1Oo. Laminar boundary layer. 
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Figure 14 : Total pressure contours in the plane XIDp7. 
Mach = 2, a=1O0. Turbulent boundary layer. 

Figure I1 : Total pressure contours in crossflow planes. 
Mach = 2, a404 Laminar boundary layer. 
FLU3M computation 

experiment FLU3M 

FLU3PNS TORPEDO 
Figure 13 : Mach number contours in the plane XIDa7. 

Mach = 2, a=1O0. Laminar boundary layer. 
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Fiwre 15 : Mach number contours in the plane XID-7. 
Mach = 2, a3109 Turbulent boundary layer. 
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Figure 16 : Schematic drawing of the 2 0  air-intake. 
Mesh topology 

: ..____._._________...._____._.___....... j /T ._......___........ ................................ .. 

:I 

2 0  air-intake performance - Comparison between semi- 
empirical calculation (OCEAS) and experiment 

Figure 18 : 2 0  air-intake Mach number contours - Euler computation 
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Figure 19 : 2 0  air-intake internal flowfield - Comparison between 
Euler computation and experiment 
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Figure 21 : 2 0  air-intake with diffuser throat and boundary layer 
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Figure 22 : 2 0  air-intake perforinance - Comparison between Eider 
computation and experinten!t 
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Figure 23 : 2 0  air-intake Mach number contours. 
Euler and Navier-Stokes computations 

Figure 24 : 2 0  air-intake Mach number contorirs, 
Navier-Stokes computation 
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Figure 25 : Example of topology decomposition f o r  a structured 
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Figure 26 : A S M P  type configuration - Internal flowfield computation 
taking into account non uniform external flowfield 
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Figure 27 : 3 0  forebodylintake configuration 



e 
1-20 

H MESH 

DOMAIN 4 v 
Figure 28 : Topologic decomposition f o r  a structured multi-block mesh 
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Figure 29 : Topologic decomposition f o r  a structured multi-block mesh 
(co n tin u e d )  

Figure 30 : Surface and symmetry plane grid. 
Computed static pressure contours 
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Figure 31 : Surface grid and computed Mach number distribution 
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Figure 32 : Computed Mach number distribution on the intake internal 

surface 
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Figure 33 : Comparison between computed and measured Mach 
number distribution in the intake capture area 
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