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Summary
– Trust is a Relational Problem,
– Trust is a label often overloaded and lacking specificity,
– Artificial Intelligence (AI) is a label for technology also lacking specificity in 

research,
– Survey of literature suggests trust related to technology is treated 

instrumentally,
– The trustor, often meaning the user, lacks agency in theories of trust relations,
– Trust, like AI, is a question of epistemology as well as technics.

Presenter
Presentation Notes
Reinhardt (2023) and Suchman (2023) are key references for this – both the mutability of trust and of AI itself.



Constructing Trust
– Epistemology
– Human-Machine Trust
– A Framework for Analysis

Presenter
Presentation Notes
Need to step through some foundational ideas.

Drawing on literatures about trust from a philosophical perspective as well as from a strictly trust in machines, automations or AI

Assuming that trust in AI is the same if not identical conceptually to trust in any machine.



Trust
– Makes us vulnerable
– Prospect of betrayal
– Is inherently risky
– Generated between 

equals

Presenter
Presentation Notes
Annette Baier, Margit Sutrop



Who Trusts What?
– Trustor: ‘Users’
– Trustee: ‘Machine'

Presenter
Presentation Notes
There are multiple possible trustors, up to and including the public. However, for this initial research the key trustor is the ‘user community’ meaning those who will be directly responsible for ensuring the technology delivers its intended role.



Human-Machine Trust



– Reliance – Trust

Presenter
Presentation Notes
Have already observed that trust is a risky, vulnerable act.

It is also something which arguably occurs between ‘peers’ – i.e. Human to Human.

The majority of ‘AI’ technology does not qualify as a ‘peer’, and arguably only AGI would qualify.

With technology less than an equal or a peer, humans arguably cultivate reliance, based on a multiplicity of factors including trust of the institutional structures around them.

Instrumental trust



Epistemology: Frameworks for 
Understanding Trust in Technology

Presenter
Presentation Notes
So far, I have tried to situate trust as being both a technical and a social issue, and both must be addressed to ensure a machine, or an automation is ‘trusted’. In this section I will try to highlight why trust is frequently conceptualised as a technical issue, neglecting the ephemerality and subjectivity of trust as a social problem.



– Determinism – Positivism

Presenter
Presentation Notes
Thorsten Veblen, Moritz Schlick



Relational Approaches
– Actor Network Theory
– Assemblage Theory

Presenter
Presentation Notes
Using STS as a domain from which trust is studies seems to be missing from literature.

The capacity of technology emerges from dynamic socio-technical relations, both human and machine as well as socio-cultural influences.

Capacity is mutable, and using the same approach for trust also means trust is considered mutable and is always ‘in the process of becoming’.

Both ANT and assemblage theory allow the context of the workplace to be understood through technologies, organisations and people before documenting tasks, processes and workflows.

Mapping networks of influence and relations between actants overcomes two problems- specifying the capability being labelled as AI, and amongst all the different relations what is it users either rely on or trust, and potentially for what reason.

Rather than assuming the consequences of technology is just an optimisation of processes, this assumes there is ambivalent set of consequences. So even if the technology itself can be relied on by users, its wider consequences.






Empirical Analysis

Deconstruct 
technology

Build 
sociotechnical 

ecosystem
Interview user 

community

Locate and 
Contextualise Trust

Presenter
Presentation Notes
Operationalising theory is never straightforward, but the theoretical framework of Assemblages allows both interrogation of AI technology and for the subjective human beliefs around it to be understood. Rather than relying on the process work of the material object itself, this research method is focused on understanding practices and relationships in the workplace amongst which trust exists as part of the human-machine dynamic.

The operationalised version of this theoretical framework involves first understanding and specifying the system by drawing on requirements documents, manuals, guides and interviews with developers and engineers. From this can be built a representation of the system, which would be understood as a tracing by Deleuze, but is a subjective research instrument which can be presented to users at interview. The interview with users allows their role to situate themselves amongst the subjective representation and allow the opportunity to reconfigure it based on their understanding of the system. Which components of the system as they understand it can be trust or rely on and their interpretation of the trust relationship can be captured in this process. 



Outcomes
– Guidance Notes
– Archive User Experiences 

of Trust & Reliance
– Illuminate Distrust & 

Scepticism
– Generalise Experiences
– Organisational Change



Questions
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