Target Detection in Sea-Clutter Using Stationary Wavelet Transforms
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ABSTRACT

Small target detection in the maritime environment remains a challenging problem. Maritime radars traditionally use non-coherent processing methods due to the time-varying and range-varying nature of the Doppler spectra. However, the radar backscatter may contain sea-spikes which can last for seconds and resemble targets. This paper presents an application of stationary wavelet transforms (SWT) to improve target detection in medium grazing angle X-band sea-clutter. Since different components (sub-bands) of the SWT decomposition reveal different spectral characteristics of the returned signal, a method of selecting the appropriate sub-band is presented using an entropy based metric. A Monte Carlo simulation using a cell averaging constant false alarm rate detector is then used to demonstrate the improvement of the SWT scheme against unfiltered data.

1.0 INTRODUCTION

The need to detect small targets on the sea surface from high flying platforms has increased the interest in alternate detection methods for airborne surveillance radars. When operating at higher grazing angles, the clutter return increases in intensity and reduces the performance that can be achieved by traditional non-coherent methods. In addition, the radar backscatter will contain sea-spikes which can last for seconds and cause false detections [1–3]. To minimise these and improve the detection performance, one potential solution is through the use of time-frequency representations. In this paper, a method of time-frequency signal processing, namely the stationary wavelet transform is explored.

There have been a number of studies into the use of wavelet transforms (WT) for detecting targets in sea-clutter. Ehara et al. [4] proposed two methods to improve the signal to noise ratio (SNR) of the radar echo return. The first is based on the idea that given an optimal scale, the wavelet function can approximate a matched filter and therefore improve target detection. The second method extends this idea by integrating a small range of wavelet coefficients around the optimal scale. This method provides more robustness and was shown to improve the SNR even further. Wang et al. [5] then proposed the use of a wavelet based function to replace the waveform in a radar system. If the returned signal was then matched to the wavelet function, it should appear stronger in the discrete wavelet transform (DWT) domain while the noise will be small and spread out. By suppressing these noise values with a threshold (de-noising), the SNR of the returned signal should then substantially increase. However, it was found that matching the wavelet waveform was difficult unless the target was large and had sufficient radar cross section (RCS). Zhang et al. [6] also used WTs for radar target detection and found that removing some of the high frequency ‘detail’ wavelet coefficients was effective in reducing the noise of radar echoes and thus improving detection performance. With this approach, the DWT sub-bands suffer from reduced detail (resolution), so the authors applied an independent component

analysis to the wavelet coefficients to improve the performance. However, with a single simulation and limited experimental details, it is unclear whether this approach is effective for a broader range of signals. Another wavelet-based approach was proposed by Davidson et al. [7], who used a continuous wavelet transform (CWT) to identify the dominant scatterers in a given scenario. The authors then applied a ‘persistence’ statistic to detect slow-moving targets from the surrounding backscatter.

In contrast to these existing wavelet-based schemes, we have investigated the use of two dimensional (2D) SWTs [8]. In this work, a single level 2D SWT was applied to the range / time domain with the filtered outputs individually reconstructed to produce four different range-time images. Analysis of the amplitude distribution of these reconstructed sub-bands revealed that some were less spiky than others and offered potential for improved detection performance. This was confirmed for both stationary and moving targets with Monte Carlo simulations using a cell averaging constant false alarm rate (CA-CFAR) detection scheme. Compared to unfiltered data, a good improvement was shown for moving targets while a slight improvement was found for stationary targets. A limitation of this work was the lack of a method to select which sub-band to use when the target velocity is unknown. In this paper, we now show that similar or better performance can be achieved with a one dimensional (1D) SWT applied along slow-time and by exploiting other decomposition levels of the SWT. Furthermore, we introduce a method of selecting the best decomposition structure, independent of the target velocity.

For this work, the Ingara X-band medium grazing angle sea-clutter data set has been used and is described in Section 2. A brief background to the SWT, its multi-resolution properties and details of the sub-band isolation is then given in Section 3. To gauge the possible detection performance of each reconstructed sub-band and combination, Section 4 looks at the mean separation between the interference (clutter + noise) and the target plus interference when a false target is injected into the data. However this approach is not practical in a real radar system where there is no prior knowledge of the target. To address this problem, an entropy based metric is introduced to indicate which reconstructed sub-band should offer the best detection performance [9–11]. The improvement in the detection performance of the complete algorithm when compared to unfiltered data is then given in Section 5.

2.0 Ingara sea-clutter data set

The Ingara medium grazing angle sea clutter data set was collected by the Defence Science and Technology Group (DST Group) in 2004 and 2006 [12]. The fully polarimetric X-band radar had a pulse repetition frequency (PRF) of 575 Hz and used a 200 MHz bandwidth giving 0.75 m range resolution. At a slant range of 3.4 km and with a 1° two-way 3dB azimuth beamwidth, the azimuth resolution was approximately 60 m. During the trial, radar backscatter was collected over 360° of azimuth and between 15° – 45° in grazing. For the comparisons in this paper, the dual polarised data set has been chosen from the 2006 trial with a Douglas sea state between 4 and 5. It comprises two subsequent runs where the radar first transmitted with a horizontal (H) polarisation and then with a vertical (V). Both runs received both H and V simultaneously. For the initial analysis, a 0.22 s data block has been chosen from the upwind direction covering 430 m with grazing angles between 30.5° – 35.5°.

3.0 Wavelet transforms

Wavelet transforms have been used for signal processing in various applications to obtain compact representations of non-stationary signals. They have the ability to represent signals at multiple scales, or resolutions, with an adaptive time window, thus offering a different partitioning of the time frequency plane compared to techniques such as short time Fourier Transforms [13,14]. The analysing functions in WT are dilated (by factor
a) and shifted (in time by \( b \)) versions of the same wavelet function \( \psi(t) \),

\[
\psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi \left( \frac{t - b}{a} \right),
\]

(1)

A valid wavelet function must have a bandpass spectrum (zero average), and is thus a set of oscillations over a limited duration in the time domain.

### 3.1 Stationary wavelet transform

Multi-resolution analysis separates non-stationary sea-clutter data into different sets of detail (projections onto wavelet functions, \( \psi_{a,b}(t) \)) and approximation (scaling function) coefficients, called sub-bands. Each of these coefficients corresponds to a unique region of the time-frequency plane. It is reasonable to expect interference and target returns would produce different distributions of coefficients, thus allowing them to be separated in the coefficient domain. In this work, we are using the SWT for its translation-invariance property [15, 16]. This is a non-decimated transform, and has been used successfully in applications which may be sensitive to artefacts that arise from the more popular, decimated version of the wavelet transform [15, 17].

The SWT signal decomposition algorithm is commonly implemented as cascaded two-channel filter banks, with each filter bank consisting of a pair of complementary low-pass and high-pass filters. The filter bank at level \( k \geq 0 \) accepts the approximation sub-band at level \( k - 1 \) as an input and produces detail (\( D_k \)) and approximation (\( A_k \)) sub-bands at the outputs of the high- and low-pass filters, respectively. The data input is equivalent to the \( A_0 \) sub-band, with subsequent levels:

\[
A_k(n) = \sum_{m \in \mathbb{Z}} h_a(n - m) A_{k-1}(m),
\]

(2)

\[
D_k(n) = \sum_{m \in \mathbb{Z}} g_a(n - m) A_{k-1}(m),
\]

(3)

where \( h_a(n) \) and \( g_a(n) \) are the impulse responses of the low- and high-pass filters. The process can be reversed to perform reconstruction by

\[
A_k(n) = \sum_{m \in \mathbb{Z}} h_s(n - m) A_{k+1}(m) + \sum_{m \in \mathbb{Z}} g_s(n - m) D_{k+1}(m)
\]

(4)

where \( h_s \) and \( g_s \) are the low- and high-pass synthesis filters, respectively.

The set of filters \( \{h_a, g_a, h_s, g_s\} \) must be designed together to achieve perfect (error-free) reconstruction. The literature describes numerous sets of wavelet filters, each designed to satisfy different properties [18]. A comprehensive survey of the performance of different wavelets is beyond the scope of this paper. Instead, we choose the popular Daubechies-4 wavelet for the analysis of the radar backscatter, based on earlier work [5].

### 3.2 Sub-band isolation

The SWT decomposition performed on the data leads to a number of different sub-bands. The components of the interference and target (if present) generally have different distributions of SWT coefficients across sub-bands. This implies that one or more sub-bands have a stronger signal to interference ratio (SIR) than the original data. It is based on this observation that we propose the use of a subset of SWT sub-bands for target detection. In order to combine the information from this subset, we perform a reconstruction back to the original time domain, choosing to retain only those selected sub-bands. This is equivalent to using zero inputs for the rejected sub-bands in the reconstruction algorithm. The sub-band isolation and reconstruction procedure is illustrated in Fig. 1. In the frequency domain, this can be interpreted as general band-pass filtering...
with one or more pass-bands. The reconstruction from the level-1 approximate sub-band, $\tilde{A}_1$, only retains the low frequency part of the spectrum, while the reconstruction from the detail sub-band, $\tilde{D}_1$, only contains the high frequency part of the spectrum.

\[ G_a(z) \rightarrow 0 \rightarrow G_s(z) \]
\[ H_a(z) \rightarrow H_s(z) \]

\[ G_a(z) \rightarrow G_i(z) \rightarrow 0 \rightarrow H_i(z) \]

\[ Data \quad \overrightarrow{\tilde{A}_1} \quad \overrightarrow{\tilde{D}_1} \]

**Figure 1:** Data decomposition with sub-band isolation and reconstruction using 1D SWT: $\tilde{A}_1$ and $\tilde{D}_1$ are the approximate and detail reconstructed sub-bands of the original data.

In computing the SWT, the total number of levels is usually a user-chosen parameter. In our case, the finite number of pulses places a practical ceiling on the value of $k$. In the SWT decomposition, the filter impulse responses are up-sampled by 2 at every level of decomposition. This causes rapid growth in the length of these filters as the level increases, eventually reaching the length of the data series. Further decomposition beyond this ceases to produce meaningful sub-bands. More precisely, if there are $M$ samples in slow-time, and the length of the analysis filters ($h_a$, $g_a$) is $N$, then the maximum level $K$ must satisfy

\[ K < \log_2 \left( \frac{M}{N} \right) . \]  

For example, using length 8 Daubechies-4 filters for a coherent processing interval (CPI) of 128 pulses implies the SWT is limited to 4 levels or lower. However, for our analysis in this paper, we only use 3 levels to demonstrate the SWT performance. This simplifies the analysis and reduces the computational burden.

### 4.0 Sub-band analysis

Each reconstructed sub-band after the isolation is now analysed to investigate the impact of SWT on targets. Simulated non-fluctuating (Swerling 0) point targets with an SIR of 10 dB are injected into the HH polarised data. Figure 2 shows the 3-level decomposition of the data with two injected point targets (stationary and moving) at relative ranges of 190 m and 175 m respectively. The stationary target is always maintained in the reconstructed approximate sub-bands, $\tilde{A}_k$, and appears brighter at lower resolutions. The moving target has a higher Doppler frequency and is maintained in the reconstructed detail sub-band, $\tilde{D}_1$. In this case, decomposing the $A_1$ sub-band further will not give any improvement and consequently, the reconstructed $\tilde{D}_2$ and $\tilde{D}_3$ sub-bands show less information about the two targets.

### 4.1 Mean separation

One method to measure the potential of detection improvement is to calculate the mean separation between the interference and the interference with an embedded target. A larger mean separation indicates that the target is more likely to be successfully detected.
Figure 2: Range / time intensity images with stationary and moving point targets injected into the original data. The stationary target is maintained in the reconstructed $\tilde{A}_k$ sub-band while the moving target is maintained in the first level reconstructed $\tilde{D}_1$ sub-band.

To help visualise this result, the probability density function (PDF) of the data with and without a Swerling 0 target is shown in Fig. 3 for the original HH data, and the reconstructed $\tilde{A}_1$ and $\tilde{D}_1$ sub-bands. Note that for the original data, the PDFs of the stationary and moving target are identical. For the stationary target, $\tilde{A}_1$ shows a reasonable separation between the two distributions while the moving target shows poor separation. These results are reversed for the reconstructed detail sub-band, $\tilde{D}_1$, where there is no separation for the stationary target (the red line sits on top of the blue line) while a large separation is observed for the moving target.

Figure 4 shows the mean separation for a number of reconstructed sub-band combinations using 3 different target radial velocities: 0, 1.1 and 2.6 m/s. These correspond to the centre and edge of the endo-clutter region and the exo-clutter (noise only) region respectively. The mean separations of the original data is shown in blue and represents a reference level for the mean separation analysis. The results for the reconstructed sub-bands are then ranked and shown by a red line with triangles markers.

For the stationary target, the reconstructed sub-band $\tilde{A}_3$ has the biggest mean separation of 5 dB higher than
the unfiltered data followed by $A_2$ and $A_1$. When the target has a radial velocity of 1.1 m/s, the reconstructed combination $D_{23}$ gives the best mean separation of 3 dB, implying that the target Doppler frequency is located between $D_2$ and $D_3$. For a target moving with a radial velocity of 2.6 m/s, the biggest mean separation is shown for the $D_1$ reconstructed sub-band and is 11 dB greater than the original mean separation. In this case, higher levels of SWT do not improve the mean separation as there is little target information in the $A_1$ sub-band. Note also that the $D_2$ result is quite small while the combination $D_{12}$ is greater than the original mean separation. This is due to the majority of information about the target being maintained in $D_1$.

After extensive experimentation, a group of reconstructed sub-bands have been selected for further analysis and to test the detection performance. A moving target outside the endo-clutter region will always be present in the $D_1$ reconstructed sub-band while a stationary target will always be located in the $A_1$ reconstructed sub-band. Detecting a slowly moving target is more difficult as it may be present in either the $A_2$ or $D_2$ reconstructed sub-bands or even have a Doppler frequency that lies partway between the frequency extent of these sub-bands. If this happens, it can potentially reduce the detection performance. Therefore to ensure good detection performance in all cases, we have included combinations of $D_1$, $D_2$, $D_{12}$, $D_{23}$ and $A_3$. Unfortunately, the target velocity is not known ahead of time and a method is required to select which sub-band to use to ensure good detection performance.

![Figure 3: PDFs of the interference only (blue), stationary target plus interference (red) and moving target plus interference (black) for the original data and the $A_1$ and $D_1$ reconstructed sub-bands.](image)

### 4.2 Entropy

Entropy is a measure of information and has been widely used to measure system disorder in statistical analysis [19]. It is also used to measure the global or average uncertainty of random samples [20, 21]. Entropy has been used to help target detection in sea-clutter via statistic measurement of range spread, feature extraction and measurement of the randomness of the data and target [9–11].

For our study, entropy is proposed as a means of determining which reconstructed sub-band contains the most information about a target and hence would provide the best detection performance. The motivation for
4.3 Entropy as an indicator

To apply the entropy given in (7), the PDF of the data is determined for each range bin using all the slow-time samples in a given CPI. A smaller entropy value is observed when the distribution has smaller variance and vice versa. To avoid the variation if the entropy of a target is lower or higher than the interference, we define our entropy indicator as the absolute value of the entropy value with zero mean,

$$E(X) = |H(X) - \langle H \rangle|,$$

where $\langle H \rangle$ is the mean entropy over all range bins.

$$H(X) = -\sum_{q=1}^{Q} p_q \log(p_q/w_q), \quad w_q > 0. \quad (7)$$

**Figure 4:** The mean separation for targets having an SIR of 10 dB after SWT processing with sub-band reconstruction. Blue line is the original mean separation and the red is for the reconstructed sub-bands.
To demonstrate the entropy variation when a target is present, we inject a Swerling 0 target with an SIR of 10 dB into the data using a CPI of 128 pulses and 200 range bins. Figure 5 shows the entropy variation for each range bin using a single level SWT. When the target is stationary (top plot), the $\tilde{A}_1$ reconstructed sub-band produces a peak at the target location while the entropy variations in $\tilde{D}_1$ are small across all range bins. However, when the target moves at a radial velocity of 2.6 m/s (bottom plot), $\tilde{D}_1$ shows a high peak at the target bin and $\tilde{A}_1$ shows little variation. Both of these results match the mean separation observed in Section 4.1.

Figure 6 then shows the entropy metric for a number of reconstructed sub-bands as the SIR increases. Three different target velocities (0, 1.1 and 2.6 m/s) are shown with each result baselined by first determining the maximum entropy over an interference only region and then offsetting the measured entropy value. This ensures that the entropy value for each reconstructed sub-band is equal when no target is present. When the target is stationary, the $\tilde{A}_3$ sub-band has the highest maximum entropy followed by $\tilde{A}_2$ and $\tilde{A}_1$. For the faster moving target, the entropy metric is maximum for the $\tilde{D}_1$ reconstructed sub-band. Lastly, when the target moves at 1.1 m/s, the combination $\tilde{D}_{23}$ reconstructed sub-band is best. Again, these results consistently match the mean separation found in Section 4.1.

Rather than decomposing and isolating every sub-band from our chosen set, we propose a more efficient method where the entropy variations of the sub-bands are compared after each decomposition level. This idea is based on an image processing application for selecting the minimum decomposition level of a natural image [22]. Figure 7 shows the sub-band selection scheme for our detector where the maximum entropy of the reconstructed sub-band $X$, is $\gamma_X = \max\{E(X)\}$. The first step is to compute the maximum entropy of the $\tilde{A}_1$ and $\tilde{D}_1$ reconstructed sub-bands after a single level of decomposition. If the maximum entropy of $\tilde{D}_1$ is greater than $\tilde{A}_1$, we select $\tilde{D}_1$ to perform the detection because the target is no longer maintained in $\tilde{A}_1$. However, if the maximum entropy of $\tilde{D}_1$ is less than $\tilde{A}_1$, we compute the next level SWT and compare the maximum entropy of $\tilde{D}_2$ and $\tilde{A}_2$. This time, if $\tilde{D}_2$ is larger than $\tilde{A}_2$, we select the maximum of the three reconstructed sub-bands: $\tilde{D}_2, \tilde{D}_{12}$ and $\tilde{D}_{23}$. If $\tilde{A}_2$ has the larger entropy, then a further decomposition to $\tilde{A}_3$ is performed. For most cases, this method reduces the computation cost by avoiding the decomposition and reconstruction of sub-bands which are not necessary.

Figure 5: Entropy variation of the data with an injected target at range bin 200: stationary target (top) and moving target with radial velocity 2.6 m/s (bottom). The target has an SIR of 10 dB.
Figure 6: Maximum entropy variation with a Swerling 0 target and increasing SIR.

Figure 7: Diagram of entropy sub-band indicator: the entropy of each level SWT sub-band reconstruction are compared. $\gamma$ is the maximum entropy of each sub-band, used to indicate the sub-band with the most information about the target.
5.0 Detection performance

In this section, we compare the performance of our new detection scheme against unfiltered data in the range / time domain. Variations of the target radial velocity (0, 1.1 and 2.6 m/s) are given with each result also showing the proportion of reconstructed sub-bands. The data used for comparison comprises a CPI of 128 pulses and 200 range bins.

At the output of each detector, the data intensity is input into a CA-CFAR algorithm with the results compared to judge the improvement in SIR for a given probability of detection, \( P_d \). It is applied along range to determine a threshold which adapts to the local clutter in order to maintain a desired constant false alarm rate of \( P_{fa} = 10^{-3} \). Monte Carlo simulation is now used to determine the probability of detection by repeatedly injecting point targets at each possible range bin of the data. The target SIR is varied and the detection scheme is run with the adaptive threshold determined by the CA-CFAR algorithm. The probability of detection is then determined by counting the number of detections which cross the threshold.

Three alternative detection cases are now compared. The first uses the unfiltered ‘original’ data as an input into the CA-CFAR. The second result uses the ‘best’ SWT reconstructed sub-band as determined by the mean separation analysis in Section 4.1. These comprise \( \tilde{A}_3 \), \( \tilde{D}_{23} \) and \( \tilde{D}_1 \) for targets with radial velocities of 0, 1.1 and 2.6 m/s respectively. The third case uses the entropy sub-band indicator to determine which reconstructed sub-band to input into the CA-CFAR. The best performance of this scheme should match the best SWT results.

Figure 8 shows the detection performance (first column) and reconstructed sub-band selections (second column) for a Swerling 0 target using the 3 different target velocities. The non-filtered detection result is shown in blue, while the best reconstructed sub-band detection results are shown in red, magenta and black for the three target velocities. The detection result using the entropy indicator is plotted in dark green and denoted as ‘eSWT’. For all the comparisons below, the SIR has been compared at \( P_d = 0.5 \).

For the stationary target, the detection in the \( \tilde{A}_3 \) sub-band has the highest detection performance and is about 6 dB over the conventional result. The eSWT performance is not as good as the majority of the indicator results are incorrect when the SIR goes below 5 dB. However it still has a 5 dB improvement over the original result. For the slow moving target, the \( \tilde{D}_{23} \) performance is 3 dB above the original, while the eSWT has an improvement of only 2.5 dB. This is because the indicator is often confused between the \( \tilde{D}_2 \) and \( \tilde{D}_{23} \) reconstructed sub-bands. However, since both of these contain information about the target, there is only a minor impact in the final detection result. For the faster moving target, the indicator points to \( \tilde{D}_1 \) at a rate of almost 100% and the detection result is 7 dB above the original case. Similar results for each target case are also found for a Swerling 1 fluctuating target.

6.0 Conclusion

This paper reported on our application of SWTs to small target detection in sea-clutter. The process of sub-band isolation and reconstruction has been proposed to highlight different features of the sea-clutter and better distinguish between targets and sea-spikes. However, selecting the correct sub-band is key for implementing a practical detection scheme when the target’s radial velocity is unknown. The first part of the paper therefore quantified the mean separation between the interference and target plus interference of the different reconstructed sub-bands. This study revealed that the stationary target was better detected at low resolutions, while a moving target was better detected at high resolution in the detail sub-band.

Entropy was then proposed as a means of indicating which reconstructed sub-band contains the most information about the target. A computationally efficient scheme was presented based on the maximum entropy at different levels of the SWT decomposition. The last part of the paper then demonstrated the detection performance using a CA-CFAR algorithm. This analysis revealed that without prior knowledge of the target’s velocity, the improvement in the required SIR was between 3 and 7 dB when compared to unfiltered data. The
Figure 8: The probability of detection for Swerling 0 target (first column) and the selected reconstructed sub-bands (second column).

Future work will investigate the effect of different mother wavelets and look at alternative indication schemes for determining the best choice of reconstructed sub-bands.
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